Distinct Patterns of Striatal Medium Spiny Neuron Activity during the Natural Sleep–Wake Cycle
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The basal ganglia are a set of interconnected subcortical nuclei implicated in a wide range of sensorimotor and cognitive functions allowing the completion of adaptive behavior (Graybiel, 2000). The striatum, the main input stage to the basal ganglia, receives and processes monosynaptic glutamatergic inputs arising from many cortical areas (McGeorge and Faull, 1989; Deniau et al., 1996; Kita, 1996; Bolam et al., 2000). The activation of GABAergic medium-sized spiny neurons (MSNs), the output neurons of the striatum, inhibits the output nuclei of basal ganglia leading to a disinhibition of thalamic and brainstem premotor nuclei (Chevalier and Deniau, 1990). The key role of MSNs in basal ganglia functions is also supported by the motor and cognitive deficits accompanying Huntington’s chorea and Tourette’s syndrome, which are associated with a loss or a dysfunction of MSNs (Saka and Graybiel, 2003; Levine et al., 2004).

Introduction

The basal ganglia are a set of interconnected subcortical nuclei implicated in a wide range of sensorimotor and cognitive functions allowing the completion of adaptive behavior (Graybiel, 2000). The striatum, the main input stage to the basal ganglia, receives and processes monosynaptic glutamatergic inputs arising from many cortical areas (McGeorge and Faull, 1989; Deniau et al., 1996; Kita, 1996; Bolam et al., 2000). The activation of GABAergic medium-sized spiny neurons (MSNs), the output neurons of the striatum, inhibits the output nuclei of basal ganglia leading to a disinhibition of thalamic and brainstem premotor nuclei (Chevalier and Deniau, 1990). The key role of MSNs in basal ganglia functions is also supported by the motor and cognitive deficits accompanying Huntington’s chorea and Tourette’s syndrome, which are associated with a loss or a dysfunction of MSNs (Saka and Graybiel, 2003; Levine et al., 2004).
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It is commonly assumed that the spontaneous intracellular activity of MSNs is characterized in vivo by rhythmic membrane potential fluctuations between a highly hyperpolarized quiescent “down” state and a depolarized “up” state associated with action potential discharge (Wilson, 1993, 1995; Wilson and Kawaguchi, 1996; Stern et al., 1997, 1998; Wickens and Wilson, 1998; Goto and O’Donnell, 2001; Tseng et al., 2001). The up state results from a synchronous excitatory synaptic barrage, arising from a large population of converging corticostriatal afferents, interacting with voltage-gated intrinsic membrane conductances, whereas the down state results from a synaptic disfacilitation associated with the activation of an inwardly rectifying potassium conductance (Wilson, 1993, 1995; Nisenbaum and Wilson, 1995; Wilson and Kawaguchi, 1996; Stern et al., 1997; Goto and O’Donnell, 2001; Mahon et al., 2001). State transitions in MSNs, which are considered as the characteristic electrical behavior of these cells, form the basis of cellular models for striatum-related physiological and pathological processes (Wilson, 1993, 1995; Houk, 1995; Stern et al., 1998; Tseng et al., 2001; Goto and O’Donnell, 2002; Kitano et al., 2002; Murer et al., 2002; Gruber et al., 2003; Carter and Sabatini, 2004).

Because of the technical difficulties inherent in intracellular recordings in alert animals, most of our knowledge on the spontaneous intracellular activity of MSNs arises from recordings from animals anesthetized with urethane and/or ketamine—xyla-
**(Materials and Methods)**

The care and handling of the animals was performed in accordance with the European Communities Council Directives (86/609/EEC) and the experimental protocols were approved by an appropriate local ethical committee as well as by the French Ministry of Agriculture (03505).

**Animal preparation.** Experiments were conducted on four male Sprague Dawley rats (280–300 g; Charles River Laboratories, L’Arbresle, France). Surgical procedures for the fixation of the head-restraining system were performed under deep anesthesia as described previously (Soulière et al., 2000). Briefly, animals were anesthetized with an intraperitoneal injection of chloral hydrate (400 mg/kg) supplemented hourly (120 mg/kg) and mounted in a stereotaxic apparatus (Unimecanique, Epinay-sur-Seine, France). Body temperature was continuously monitored and maintained at 37°C with an electric heating pad (Harvard Apparatus, Holliston, MA).

A focal monopolar EEG was obtained using a stainless-steel screw chronically implanted into the skull above the sensorimotor cortex (3 mm anterior to the bregma, 4 mm lateral to the midline) (Neafsey et al., 1986) and a reference electrode placed in the muscle to the opposite side of the head. Steel wires were inserted in the neck muscles to record the EMG, and all of the electrodes were connected to the pins of a miniature socket fixed to the skull with dental cement. The recording chamber consisted of a U-shaped piece of light, rigid aluminum with four head-fixation bolts and was placed above the dorsal striatum and cemented to the skull. For recording sessions, rats were head-restrained by screwing the U-shaped piece to a flexible carriage (GFG, Pierre-Bénite, Rhoëne, France) secured to the stereotaxic frame.

**Electrophysiology.** Intracellular recordings were obtained by inserting glass micropipettes filled with 2 M potassium acetate (50–70 ΩM) in the recording chamber. Recorded cells were located within the striatal projection field of the sensorimotor cortex (0 mm to the bregma suture, 3.5–4 mm lateral to the midline, and 3–5.6 mm ventral to the brain surface) (Deniau et al., 1996).

Current-clamp recordings were made using the active bridge mode of an Axoclamp-2B amplifier (Molecular Devices, Union City, CA). Data were stored on-line on a DTR-1404 digital tape recorder (Biologic, Claix, France), and then digitized with a sampling rate of 20 kHz (intracellular signals) or 300 Hz (EEG and EMG) for off-line analysis. Membrane potential values were corrected according to the tip potential recorded extracellularly immediately after the loss of the intracellular recording.

**Data analysis.** EEG and EMG characteristics were used to differentiate the three major states of vigilance (Timo-Faria et al., 1970; Gottesmann, 1992). Wakefulness was distinguished by a low-voltage fast EEG activity associated with a sustained EMG tonus. Transitions between waking and SWS, referred here as drowsiness, were identified by a slowing of EEG waves, an increase in their amplitude and a decrease in the muscular tonus. SWS was recognized by high-voltage delta waves (0.5–3 Hz) that could be associated with spindle waves (6–12 Hz), and a weak EMG activity. Transitions from SWS to paradoxical sleep were characterized by a decrease in the amplitude of the slow EEG waves, the appearance of theta waves (5–9 Hz) and the abolition of the EMG tonus. Spectral analysis of EEG potentials was performed by applying Fast Fourier Transforms using Spike 2 (Cambridge Electronic Design, Cambridge, UK).

Histograms of membrane potential distribution were constructed for each striatal neuron. The membrane potential distribution was found to be unimodal or bimodal and could be fitted by a single or a pair of Gaussian–Laplace curves using Origin 7.0 (Microcal, Northampton, MA). In the case of bimodality, the modal value of each fit was taken as the mean membrane potential for the hyperpolarized and the depolarized state. When the membrane potential exhibited a multimodal (more than two peaks) distribution, fits were not applied and the peak values were determined from the histogram distribution.

Interspike intervals (ISIs) were measured in MSNs whose firing rate was high enough (>1 Hz) to allow a reliable description of ISI distribution. Because the ISIs reflecting the hyperpolarized states are several orders longer and more variable in duration than the ISIs associated with the depolarized states, we used the logarithm of the ISIs to construct ISI distribution histograms (Bhumbra and Dyball, 2004). For each MSN, histograms were normalized to the number of ISIs and then averaged between cells.

Cross-correlograms between EEG waveforms and intracellular activities (down-sampled at 300 Hz) and autocorrelograms were calculated using Spike 2 routines.

Input resistance was calculated from the mean (n ≥ 12) steady-state voltage deflections during step hyperpolarizing current injections of weak intensity (−0.2 to −0.4 nA; 100–200 ms duration; every 1.5 s). The membrane time constant was the time taken for the membrane potential to reach 63% of its final value. The amplitude of action potentials was calculated as the potential difference between their voltage threshold, measured as the membrane potential at which the dV/dt exceeded 10 V/s (Fricker et al., 1999; Mahon et al., 2003b) and their peak.

Time–frequency analysis of the membrane potential fluctuations was performed on down-sampled (1 kHz) intracellular signals after spike removal and low-pass filtering (<500 Hz). Spikes were removed by detecting the spike threshold and approximating membrane potential values from the start to the end of the spike (1.3 ms before and 6.4 ms after spike threshold) by a straight line. Analysis was performed using a continuous Gabor Transform Modulus with Gaussian window (R implementation of the Swave package) (Carmona et al., 1998). The routines were written in the R language for statistical computing (version 2.2.1; www.R-project.org) (R Development Core Team, 2005). To quantify the frequency content of the membrane potential fluctuations within the depolarized and the hyperpolarized state, two thresholds were set at one-quarter and three-quarters of the distance between the peaks of the membrane potential distribution. Membrane potentials values below the lower threshold were considered to correspond to the hyperpolarized state and those above the upper threshold to the depolarized state. The
Electrophysiological properties of MSNs in the anesthetic-free rat. A, Voltage responses of a striatal neuron (top traces) to intracellular injection of positive (single trace) and negative (average response; n = 8) current pulses. Note the slow ramp depolarization (arrow) from −60 mV and the low input resistance (R_{in} = 22 MΩ). B, Plot of the mean (n = 12) membrane potential change (ΔV) in response to negative current pulses (I_{neg}) of increasing intensity. A strong inward rectification was evident for current pulses less than −0.4 nA. C–E, Stability of electrical membrane parameters during active waking. C, Simultaneous recordings, at different times after cell impalement, of neck EMG, cortical surface EEG, and striatal intracellular activity (bottom) in response to repetitive injection (2 Hz) of negative current pulses (0.4 nA). The fast and low amplitude EEG waves together with the phasic increases in muscular tone are characteristic of an active waking. The minimal value of spontaneous membrane potential (dashed line) remained constant throughout the recording session. D, Average (n > 33) voltage responses to current pulses of −0.4 nA obtained at the indicated times after cell impalement. E, DC superimposition of three spontaneous action potentials (top traces) recorded at different times (same color code as in D) and the corresponding first-order derivative, showing the stability of spike amplitude, duration, and threshold. A and B–E are from two different neurons.

Figure 1. Electrophysiological properties of MSNs in the anesthetic-free rat.

Results

Electrophysiological properties of MSNs in the anesthetic-free rat

Stable intracellular recordings, of duration 2–34 min, were obtained from 15 striatal neurons located in the projection field of the sensorimotor cortex. Recorded cells displayed a relatively low input resistance (31.9 ± 11.3 MΩ; n = 13 cells) (Fig. 1A,B,D), a short time constant (7.0 ± 3.3 ms; n = 12 cells), and hyperpolarized membrane potentials regardless of the state of vigilance (extreme value of membrane polarization, −81.7 ± 7.4 mV; range, −74.0 to −100.8 mV; n = 15 cells) (Figs. 1A,C, 2A, 3A,B, 4A, 7A). Striatal neurons exhibited, in response to threshold positive current pulses applied from rest, a slow developing ramp depolarization leading to a long-latency spike discharge (Fig. 1A). Negative current pulses of increasing intensity revealed a pronounced inward rectification evidenced by the damping of the current-induced voltage deflections (Fig. 1B). Action potentials had an amplitude of 56.5 ± 5.0 mV and a voltage threshold of −51.9 ± 2.3 mV (n = 15 cells). These electrophysiological properties of striatal neurons recorded during the natural sleep–wake cycle are consistent with those previously reported for MSNs recorded in vitro (Nisenbaum et al., 1994; Nisenbaum and Wilson, 1995) and from anesthetized in vivo preparations (Wilson and Kawaguchi, 1996, Wickens and Wilson, 1998; Mahon et al., 2001, 2003b).

In six MSNs, intracellular records permitted direct comparison of membrane potential fluctuations in the same cell during the sleep–wake cycle. In the remaining cells, recordings were obtained either during wakefulness (n = 6 cells) or SWS (n = 3 cells). Figure 1C–E shows that stable intracellular recordings could be obtained even during active waking associated with phasic increases in neck muscular tone attributable to postural adjustments. Only cells exhibiting stable membrane potential (Fig. 1C), input resistance (Fig. 1C,D), spike waveform, and threshold (Fig. 1E) throughout the recording session were included in the database.

Intracellular activity of MSNs during wakefulness and drowsiness

Wakefulness was identified by a low-amplitude desynchronized EEG associated with a sustained EMG activity (Timo-Iaria et al., 1970; Gottesmann, 1992) (Fig. 2A, top). Spectral analysis performed on continuous (10–400 s) EEG records showed a dominant frequency ~3–5 Hz associated with faster waves, up to 50 Hz (Fig. 2B, top). The corresponding intracellular striatal activity (recording duration, 8.6 ± 10.0 min; n = 9 cells) was characterized by sporadic depolarizing envelopes, of variable amplitude and duration, on which were superimposed high–frequency small amplitude noise-like fluctuations (Fig. 2A, top). Eight MSNs fired spontaneously, whereas one cell remained silent for the whole duration of the epoch of wakefulness. This quiescent cell did not show any distinctive electrical membrane properties, and firing could be initiated by current injection (supplemental Fig. 1, available at www.jneurosci.org as supplemental material). This suggests that, as previously reported (Sandstrom and Rebac, 2003), part of the MSN population may be silent in the awake animal. Action potentials were triggered on membrane potential fluctuations (Fig. 2A, top) with a mean firing rate of 3.3 ± 3.5 Hz (n = 8 cells; range, 0.1–10.8 Hz). ISIs were measured in MSNs whose mean firing rate exceeded 1 Hz. In the typical example shown in Figure 2, the mean ISI was 515.6 ± 624.4 ms with a corresponding coefficient of variation (CV) of 1.21. Across cells, CVs ranged from 1.21 to 1.72 (mean, 1.45 ± 0.21; n = 5 cells). As shown by the autocorrelogram of spike discharge (Fig. 2A, bottom), the waking state was not associated with any apparent recurrent firing pattern. Consistently, MSNs exhibited positively skewed ISI distribution and the sequential ISI analysis did not reveal any particular internal structure (see Fig. 5A).

Because cortical inputs provide the main excitatory synaptic drive to MSNs (Wilson, 1993, 1995; Kincaid et al., 1998), we performed cross-correlations of simultaneously recorded cortical EEG and intracellular striatal depolarizations to test for temporal correlations between the two activities. During the waking state, there was no significant peak in the cross-correlograms (Fig. 2B,
State transitions in MSNs during SWS

SWS periods were characterized by high-amplitude low-frequency EEG waves occasionally intermingled with spindles and a mild muscle activity without phasic contractions (Timolario et al., 1970; Gottesmann, 1992) (Fig. 4A, top). EEG spectral analysis indicated a high-power dominant frequency in the 1–3 Hz range associated with reduced power at frequencies >10 Hz (Fig. 4B, top). Most of the MSNs (n = 7 of 8) recorded during SWS showed periodic transitions in membrane potential between a hyperpolarized and a depolarized state. Transitions to the depolarized state were relatively abrupt, whereas returns to the hyperpolarized state were slower and usually exhibited an exponential-like decay (Fig. 4A, middle). Depolarized states lasted from 0.1 to 3.0 s and could generate single spikes or a cluster of 2–16 action potentials (Fig. 4A, top). The mean firing rate in spontaneously active MSNs showed a high cell-to-cell variability (mean, 6.1 ± 7.2 Hz; range, 0.6–16.1 Hz; n = 6 of 8 cells). The mean ISI for the cell illustrated in Figure 4A was 287.3 ± 512.9 ms (CV, 1.78). Among the four computed cells, CVs ranged from 1.66 to 2.73 (mean, 2.0 ± 0.49). Although there was no significant difference (p > 0.3) between mean firing rates associated with SWS and wakefulness, MSNs displayed during SWS a distinct firing pattern (Fig. 4A, bottom) that was reflected in the bimodal distribution of ISIs as well as in the sequential ISI analysis (Fig. 5B). In contrast to wakefulness, cross-correlation during SWS revealed a strong temporal coherence (Fig. 2B, middle). Depolarized states associated with SWS and wakefulness, MSNs exhibited a rhythmic brisk firing pattern (Fig. 4A, bottom) that was reflected in the bimodal distribution of ISIs as well as in the sequential ISI analysis (Fig. 5B). In contrast to wakefulness, cross-correlation during SWS revealed a strong temporal coherence.
between intracellular and EEG activity (Fig. 4B, bottom) at frequencies (~1 Hz) close to those of the cortical EEG rhythm (Fig. 4B, top).

The two states of MSNs polarization during SWS were reflected in the bimodal distributions of membrane potential, computed from continuous records of 10–300 s, and fitted by pairs of Gaussian curves ($r^2 > 0.95$; $n = 6$ cells) (Fig. 4C). Average membrane potentials reached during the depolarized and hyperpolarized states were $-65.4 \pm 5.8$ mV (range, $-74.5$ to $-59.4$ mV; $n = 6$ cells) and $-73.9 \pm 3.5$ mV (range, $-78.5$ to $-69.9$ mV; $n = 6$ cells), respectively (Fig. 4C), corresponding to a voltage difference between the two states of $8.5 \pm 3.7$ mV. The profile of synaptic activity associated with the two-peak membrane potential distribution was similar to the up and down states classically described in MSNs under urethane and/or ketamine–xylazine anesthesia (Wilson, 1993; Wilson and Kawaguchi, 1996; Stern et al., 1997, 1998; Wikens and Wilson, 1998; Mahon et al., 2001; Tseng et al., 2001). In one cell, with a clearly state-dependent activity, the histogram of membrane potential followed a trimodal distribution with regularly spaced peaks at $-72.0$, $-64.6$, and $-57.8$ mV.

The highest level of membrane polarization during SWS ($-83.1 \pm 7.8$ mV; range, $-100.8$ to $-75.5$ mV) as well as the mean value of membrane potential ($-70.8 \pm 7.4$ mV) were similar ($p > 0.5$ for both parameters) to those measured during the waking state. However, the membrane potential variance during SWS was significantly greater ($p < 0.05$) than that associated with periods of wakefulness. Figure 4C shows, for one cell, the conversion of a sleep-associated bimodal membrane potential histogram (Fig. 4C) into a unimodal distribution during wakefulness (Fig. 4C, inset). Similar changes occurred in all neurons recorded during both SWS and wakefulness, suggesting that different patterns of spontaneous activity were not cell specific but rather reflected state-dependent changes throughout the MSN population.

**Frequency analysis of background synaptic activity**

We further characterized the temporal properties of MSN membrane potential fluctuations, presumably of synaptic origin (see Discussion), by performing time–frequency analysis of continuous records from SWS and wakefulness periods. Time–frequency analysis of the intracellular signals, after removing action potentials (Fig. 6A, B), revealed during both states of vigilance the presence of a mixture of slow and high-frequency components (Fig. 6B, C). During SWS, transitions to suprathreshold depolarized states were correlated with a transient increase in power over a wide frequency band (up to 200 Hz) (Fig. 6B). Fast membrane potential fluctuations were also associated with the generation of action potentials during the depolarized state (Fig. 6A, B). The power of membrane potential fluctuations was much reduced during the quiescent hyperpolarized state (Fig. 6B, C). In the same manner, random firing during wakefulness was associated
with an increase in power at high frequencies (Fig. 6B), suggesting that in both states of vigilance firing is exceeded by depolarizations resulting from the temporal summation of high-frequency synaptic potentials.

Striatal oscillations during paradoxical sleep
Finally, we describe a distinct form of MSN activity associated with paradoxical sleep. Epochs of paradoxical sleep are relatively short and rare in the rat (Soulie et al., 2000). We recorded striatal intracellular activity during two such episodes of duration of 100 and 250 s in two cells from two rats. Paradoxical sleep emerges from SWS and is characterized by the occurrence of relatively large-amplitude EEG waves in the theta range (5–9 Hz) (Timo-Iaria et al., 1970; Gottesmann, 1992) (Fig. 7A, B), and an almost complete loss of nuchal muscle tone (Fig. 7A). The two cells showed a remarkably similar behavior. Spontaneous activity consisted of large amplitude (10–30 mV) subthreshold oscillations occurring at 1–2 Hz (Fig. 7A, C), which produced skewed unimodal membrane potential distributions around a mean of −78.8 ± 4.3 mV (Fig. 7D) and −84.1 ± 6.1 mV, respectively. The rhythmic oscillations were sculpted by the summation of presumed high-frequency depolarizing synaptic events (Fig. 7D, inset). Both cells were silent at rest but current injection could induce firing suggesting that the lack of activity did not result from an alteration of intrinsic excitability (Fig. 7E).

Discussion
Our intracellular recordings from the anesthetic-free rat directly demonstrate that bistable activity is not the only spontaneous behavior generated by MSNs in physiological conditions. Rather, we showed that MSNs can exhibit various patterns of spontaneous synaptic activities providing these neurons with multiple processing capabilities. Our findings suggest that we must adjust our present conceptual frameworks for understanding the role of the striatum during physiological and pathological conditions.

Membrane properties of MSNs in the alert rat
The present study provides the first description of the intrinsic electrophysiological properties of MSNs in the anesthetic-free animal. Regardless of the state of vigilance, MSNs exhibit a highly polarized resting membrane potential, weak input resistance and time constant, and a pronounced inward rectification. Current injection from hyperpolarized potentials induced slow ramp-like depolarization, leading to a delayed spike discharge. These passive and active membrane properties, responsible for a relatively low intrinsic excitability of MSNs, are consistent with those described in vitro (Nisenbaum et al., 1994; Nisenbaum and Wilson, 1995) and in vivo under various types of anesthetics (Wilson and Kawaguchi, 1996; Wickens and Wilson, 1998; Mahon et al., 2001; Reynolds et al., 2001), where they are known to mainly result from voltage-gated potassium conductances (Wilson 1993; Nisenbaum et al. 1994; 1995; Nisenbaum and Wilson, 1995).

In addition to providing a functional identification of recorded neurons, these findings indicate that the anesthetics used in previous in vivo intracellular studies do not strongly alter the intrinsic excitability of MSNs. Moreover, they demonstrate that the distinct profiles of synaptic activity associated with the different stages of the sleep–wake cycle reflect physiological patterns of afferent activity that are lacking or hidden during anesthesia.

Composite intracellular striatal activity during wakefulness
During wakefulness, MSNs experienced continuous, slow and irregular, membrane potential fluctuations intermingled with high-frequency noise-like depolarizing events leading to a random spiking activity. This complex activity was associated with low-voltage fast EEG waves, as observed during waking in various species (Steriade, 2000; Destexhe et al., 2003). Such desynchronized EEG activity is associated in cortical pyramidal neurons with a sustained membrane depolarization that generates tonic firing (Steriade et al., 2001; Timofeev et al., 2001; Destexhe et al., 2003).

Because MSNs are innervated by thousands of corticostriatal neurons with relatively few synaptic contacts per axon (Wilson, 1995; Kincaid et al., 1998), the high-frequency noise-like membrane potential fluctuations probably originate in the uncorrelated firing of many convergent corticostriatal neurons. These small-amplitude background excitatory events triggered action potentials when concomitant with depolarizing envelopes, sculpted by the temporal summation of synaptic potentials resulting from sporadic epochs of relatively coherent cortical activity (Lopes da Silva et al., 1970; Murthy and Fetz, 1992). Because thalamic projection neurons fire tonically during alertness (Steriade, 2000), we cannot exclude that sustained discharges of glutamatergic thalamostriatal neurons (Wilson et al., 1983) contribute to the excitatory synaptic bombardment of striatal cells during wakefulness.
The spontaneous activity of MSNs during paradoxical sleep was characterized by rhythmic (~1–2 Hz) subthreshold oscillations sculpted by small-amplitude high-frequency depolarizing events. Given the theta rhythm (5–9 Hz) in the EEG activity during this state of sleep, it seems unlikely that the slow striatal oscillations reflect corticostriatal inputs. The elucidation of the origin of this activity will require records from other source of striatal afferents during paradoxical sleep.

**Anesthetic-dependent versus natural activity**

Up and down states, observed under urethane and/or ketamine–xylazine anesthesia, are the best described activity of striatal neurons in vivo (Wilson, 1993, 1995; Wilson and Kawaguchi, 1996; Stern et al., 1997, 1998; Wickens and Wilson, 1998; Goto and O’Donnell, 2001; Mahon et al., 2001, 2003a; Tseng et al., 2001). They are usually considered to be a unique functionally relevant activity pattern and as such shape our ideas on information processing in MSNs. Our recordings show that this two-state intracellular activity is less stereotyped during SWS than during anesthesia, with a higher temporal and voltage variability. However, our results demonstrate that the two-state activity in MSNs is not an artifact of urethane and ketamine–xylazine anesthesia but rather reflects the basic pattern of striatal activity during SWS.

We observed in SWS, at both levels of membrane polarization, a fast depolarizing voltage noise that is scarce in the anesthetized animal, particularly during the down state (Wilson and Kawaguchi, 1996; Goto and O’Donnell, 2002). The origin of this high-frequency synaptic noise during the natural hyperpolarized state is not clear. It could result from a persistent uncorrelated activity in corticostriatal and/or thalamostriatal neurons between periods of rhythmic synchrony. Alternatively, it may reflect depolarizing GABAergic events attributable to high-frequency spiking in striatal interneurons (Mallet et al., 2005) and/or extrinsic inputs arising from subcortical structures, such as the midbrain, whose activity could be altered during anesthesia (Durstewitz and Seamans, 2006). During the natural depolarized state, the increased synaptic noise might originate from corticostriatal neurons whose firing rate may be higher than under anesthesia (Steriade et al., 2001; Timofeev et al., 2001).

It is noteworthy that neurolept analgesia, associating a morphine with a dopaminergic antagonist, induces a desynchronized EEG with low-amplitude fast waves (Mahon et al., 2001, 2003a) resembling those seen during wakefulness. Under this anesthesia, corticostriatal neurons exhibit a low-frequency irregular firing resulting in weak amplitude disorganized synaptic depolarizations in MSNs, which remain subthreshold for action potential discharge (Mahon et al., 2001, 2003a). Such a correle-
between desynchronized EEG and the lack of rhythmic large-amplitude synaptic depolarizations in striatal cells is also consistent with a recent study in the urethane-anesthetized rat indicating a dramatic reduction of membrane potential fluctuations in MSNs when the rhythmic cortical ongoing activity is turned off (Kasanetz et al., 2002, 2006). During the waking state, we observed that the disorganized background synaptic activity in MSNs could generate random firing when it coincided with slow depolarizing envelopes. This irregular spiking pattern associated with unimodally distributed membrane potentials, resulting from a mixture of slow and fast membrane depolarizations, has not been described in the anesthetized animal. Although its functional significance remains to be elucidated, this complex cellular behavior provides, at least in the alert head-restrained animal, the natural intracellular activity of MSNs during waking.

Contrasting with the relatively stereotyped electrical activities generated by anesthetics, our findings indicate that membrane potential fluctuations and firing patterns of central neurons are versatile and are strikingly dependent on the state of vigilance. Moreover, these results emphasize the various capabilities of computing and information processing within central networks as a function of physiological processes in which they are engaged.
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