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"Even experienced practitioners may not realize that giving a 
patient antibiotics affects not just that patient, but also their 
environment, and all the other people that come into contact 
with that environment." Dancer's' statement, intended as a 
warning to practitioners of human medicine, emphasizes the 
importance of judicious antimicrobial therapy. It is understood 
that the goal of antimicrobial therapy is successful treatment of 
infection. However, the less judicious the approach taken to 
achieve that goal,-the morelikely apath to future failure ispaved. 
?he goal of antimicrobial therapy must be h h e r  modified to 

*The author would like to acknowledge the input regarding culture 
and susceptibiity testing and interpretation and infection control 
provided by Terri Hathcock, MS, Diagnostic Veterinary Microbiolo- 
gist, Auburn University. 

include avoidance of resistance, a goal that is not necessarily 
accomplished with successful resolution ofiiixtion. Although 
it might be tempting to consider that human and veterinary 
medicine are differenWy affected by antimicrobial resistance, 
in reality both are inexorably linked, and what affects one will 
affect the other. As early as 1998, f i e  Nationd Foundation for 
Infectious Diseases estimated the cost of antibiotic-resistant 
bacteria to be as high as $4.5 billion annually and that they are 
responsible for more than 19,000 (human) deaths per yeac2 
The impact is evident globfly nationally in the community 
setting, in the hospid environment, and within the hospital, 
particularly with regard to at-risk patients (e.g., critical care).3 
Any antimicrobial used to treat a patient ultimately must be 
excreted into the environment; the impact of this is just now 
being addressed scientifically. 

Empirical antimicrobial selection may become an approach 
of the past. As medical communities struggle to assess impact, 
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Helicobacter and Borrelia spp.lg When collecting a culture 
sample for such organisms, extreme care must be taken to pre- 
vent its exposure to oxygen. Aerotolerant organisms are not 
affected by either the presence or the absence of oxygen. 

The term organism refers to. either the genus or the genus 
and species of a microrganism Examples indude E. cali, Staph- 
yiococm pseudintermiedimgroup (SIG), Enterococcusfaecalis, 
and Bacteroidafiagilis. For each of these organisms, multiple 
strains exist An isolate refers to one colony-forming unit 
(CFU) of the resident population of that organism. This might 
be from any site, such as a lake, a feedlot, a surgical table, or 
the sample collection site of a patient The cultured isolate is 
only one among what are likely to be thousands or hundreds 
of thousands of CFUs that make up the resident population, or 
inodum, of the organism in the patient. Whether the inocu- 
lum in the patient represents a true infection rather than nor- 
mal flora is based, in part, on the size of the inoculum-that 
is, how many CFUs of that organism are present in the animal. 

The goal of antimicrobial therapy is to achieve sufficient 
concentrations of an appropriate drug at the site of infection 
such that the infecting organism is killed, while simultaneously 
avoiding side effects of the drug in the patient In today's age of 
emerging resistance, the goal must be modified to indude the 
avoidance of antimicrobial resistance. Therapeutic decisions 
concerning antimicrobial therapy for the infected patient are 
among the most challenging (Figure 6-1). Unlike most other 
drug therapies, antimicrobial therapy must take into account 

microbe, drug, and patient factors (&em, the chemotherapeutic 
triangle), many of which confound successful therapy to the 
point of causing failure (Figure 6-2). Antimicrobial therapy is 
most likely to be successful when the target (and thus spec- 
hum of antimicrobial activityl is known such that pharrna- 
codynamics (PD) of the infecting organism a n  be integrated 
with the pharmacokinetics (PK) of the drug in the patient 

The first decision to be made regarding antimicrobid therapy 
is determining the need to treat (see Figure 6-1). The deci- 
sion includes confirming, to the extent possible, the existence 
of infection; identification of the cause of the infection bac- 
teria (or fungal, etc), the need for treatment of the infection; 
and, if treabnent is deemed necessary, whether antimicrobials 
should be part of the therapy. This first decision is probably 
given the teast consideration yet may be the most important 
if resistance is to be avoided. It also may be the most cWicult 
to make. The presence ofinfections frequently cannot be con- 
firmed for a variety of reasons, such as the lack of (infection-) 
specific dinical signs, location in an inaccessible site, and costs 
associated with amrate diagnosis. Infection is supported, 
but not necessarily codirmed, by dinical signs or laboratory 
tests indicating fever, inflammation, and organ dysfunction 
or structural changes detected by imaging techniques such 
as radiology, ultrasound, and magnetic resonance imaging. 
Culture may support, but does not necessarily confirm, infec- 
tion. Newer detection methods based on molecular diagnostic 
techniques (e.g., polymerase chain reaction) may ultimately 
prove to be important tools in the rapid bedside diagnosis of 
infectious diseases, including mukidrug-resistant bacteria.20 
However, simply documenting the presence of these microbes 
may not be a sufficient indication of cause and effect. These 
methods may not discriminate infection (reproducing, patho- 
genic organisms) and colonization (the presence, growth, and 
multiplication of the organism without observable clinical 
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symptoms or immune reaction), or  pathogens from normal 
microflora. An exception can be made if cytology reveals 
organisms phagocytized by white blood cells, but the absence 
of  phagocytosis does not eliminate infectian. 

Identifying the presence of infection is important in avoid- 
ing indiscriminate antimicrobial use. Increased risk of toxicity, 
cost, and inconvenience are obvious reasons that antimicrobial 
drugs should not be used indiscriminateIy. Less obvious rea- 

- . - ~ ~ ~ - , - - r  -,.- , . -  . , , - , sons are an increased risk o f  superinfection and the potential 
~ ~ ~ ~ ~ 0 1 ~ ~ ~ ' 7 h e ' ; f l ~ t ~ a r [ d ~ m d i t ~ c ' i i t 1 ~ ' a 1 ; d ~ d i s i d ~  tokb& - '  i emergence o f  resistant microbes. There latter reasons reflect, 
made r~arding antimicrobial therapy is deterdning the in  part, the impact of  antimicrobia1 therapy on normal flora. 

i need,tg treat.17ljs includes confirming, as much as pos- 
! Lnternal structures and organs (e.g., bone, heart, kidneys, 

:sjble, 4helexistence of infection; d~iqing; if it must be the lower respiratory tract) are normally sterile. Sterility may 
'treated; and, fi so, whether antimicrobials should be pattof be mahmroed, in part, by secretibns, clean 
,the thekpy. \ ,  - ,  % . . . - _ - _ _ _ l l  --"-- _ I or clear the site. In addition to bulk flow, secretions may 
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Figure 6-1 Therapeutic decision making for judicious antlrnlcrobial therapy requires multiple steps. Antimicrobials should not be 
used indiscrlmlnately; whenever possible, the most narrow-spectrum drug that targets the Infecting organism should be used. 
Achlevlng adequate drug conceritrations at the site of lnfectlon is crStlcal to successful therapy. Dosing regimens should be modi- 
fied for the patlent; modifications should include changes In the dose and/or interval as is relevant. The asterisk at the 'Design 
Dosing Reglrnen step refer to those Indications previously encountered that should also lead to either a shortened Interval or an 
increased dose, depending on whether the drug is concentration versus time dependent. 
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contribute to sterility by the presence of endogenous antimi- 
crobial compounds (e.g., tears, saliva, respiratory trad secre- 
tions, gastrointestinal acidity). However, in contrast, externaI 
(skin and conjunctiva of the eye) and internal. (linings of the 
respiratory, digestive, and urogenital systems) surfaces are 
characterized by normal microflora. Norrnd flora may be fur- 
ther defined according to their contribution to host health or 
well-being. Most normal flora are commensals that appear to 
neither harm nor help the host. Some commensals, however, 
are also opportunistic in that they may become pathogenic, 
particularly if host health is impaired A pathogen is a microbe 
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that is associated with and capable of causing host damageaZ1 
Pathogens often reflect the normal flora of infected sites, with 
E. coli, i? aeruginosa, K. pneumoniae, and S. aureus being com- 
mon examples of opportunistic normal flora that can become 
pathogenic (Table 6-1). Mutualistic organisms help maintain 
microbial balance through host-microbe interactions. They 
provide beneficial effects such as producing acids that lower 
pH and blocking colonization by more dangerous microbes. 
Antibiotics secreted by mutualistic organisms help maintain 
the composition of aerobic and anaerobic commensal bacte- 
ria, resulting in a population that is most appropriate for host 
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Figure 6-2 In contrast to other drug therapies, antimicrobial therapy involves not only the host and drug but also the microbe. 
Interactions among the three profoundly complicate successful antimicrobial therapy, 

health and preventing colonization by pathogenic organisms. 
Opportunistic organisms may not originate from normal 
microflora but rather may be acquired from the environment 
(e.g., Aspergillosis, fungal organisms). Nasacornial organisms 
cause infections as a result of medical treatment, usually in a 
hospital or clinic setting. As such, a nosocomial infection is 
defined as one that arises 48 hours after hospital admission. 
Disruption of the environment, such as might occur with 
the use of antimicrobials that alter the anaerobic population, 
will also disrupt the balance of normal microflora, increasing 
the risk of infection (see the section on antimicrobial resis- 
tance). Not only will death of normal flora leave a void that 
can be filled in with more hardy and potentially pathogenic 
microbes, but the constant exposure of the microbes to antibi- 
otics Ieads to ongoing development of mechanisms such that 
the microbes resist environmental drugs. Therefore the organ- 
isms are primed for resistance. Narrowing the spectrum of the 
chosen antimicrobial will heIp limit, although probably not 
prevent, the development of resistance. 

Empirical Antimicrobial Therapy 
After it has been determined that infection does .&st and 
warrants medical management -with antimicrobial drugs, 
identification of the target is the second critical decision to be 
made. Antimicrobial selection is probably most often made 
empirically-that is, on the basis of assumptions regarding 

the infecting organism and its susceptibiity to drugs. These 
assumptions are based on historic data that identify organisms 
most commonly associated with infections of various body 
systems (see Table 6-l).= However, older data may not have 
discriminated between commensals and pathogens - indeed 
even today such discrimination often is not possibIe - which 
complicates the accuracy of prediction. More problematic, as 
resistance has emerged, the risk of incorrectly identlfylng the 
susceptibility pattern of an infecting microbe has increased. 
Thus the dinician should carefully balance the risk of thera- 
peutic failure, including recurrence of infection with a resis- 
tant microbe, with the cost associated with more accurate 
diagnostic procedures. 

The utility of Gram staining in the selection of an antimi- 
crobial should not be overlooked as a means to narrow the 
spectrum of the chosen antimicrobial. Gram stain characteris- 
tics differ on account of diffkences in the layers penetrated by 
the Gram (purple) stain. The cell wall is many Iayers thicker in 
gram-positive organisms than in gram-negative ones thus ren- 
dering them more susceptible to some drugs that target the cell 
wall; further, the gram-positive isolates do not have an exter- 
nal lipopolysaccharide (LPS) covering that is present in gram- 
negative organisms (Figure 6-31, Whereas the LPS Iayer is the 
source of endotoxin responsible for the morbidity and mortal- 
ity associated with many gram-negative infections, just as this 
externd covering precludes stain movement into the cell wall, 
it also serves as a barrier to drug movement into the organism 
(see Figure 6-3).23 Movement, particularly of water-soluble 
drugs, is generally restricted to outer membrane proteins that 
span the breadth of the covering (pork); however, changes in 
porin size and efflux pumps are mechanisms by which gram- 
negative organisms overcome drug movement t h r o w  p o ~ s .  
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Significa~t Infections .< a- by@gan , - . . -  System @ogIs-and &$s) 
Organ or Site Organism Comment 
Blood 

Staphylacoccur infermedius (D: 25%-35%)*, t, $ 
S~TE~~OCOCCUS spp. (D: 18%-21%)t 
Enterobacter cloacae (D: 3%-8%, C: 7%)t 
Escherichia coli ( D  35%-45%'; D: 18%-71% & C: 14%)t 
Klebsiellapneurnoniae (D:  25%-35%': C: 14%)t 
Proteus (D: 14%)t 
Pseudomonas aeruginosa (D: 1096-20%) 
SalmoneIIa (D: 11%-13%; C: 29%)t 
Obligate anaerobes (D: 10%-20%) 

Endocarditist Staphylococcus intennedius (D: 6%-33%) 
Streptococcus spp. (D:  1296-2696) 
Escherichia coli ( D  696-3096) 
Erysipelothrix rhusiopathiae (D: 19%) 
Corynebaden'um spp. (D:  19%) 

x 

Upper Staphylococcus intemedius ( D :  3096-35%)•˜, 11 , ll Have been isolated from nasal swabs, tonsilIar and 
pharynged swabs, or tracheal and lung swabs 

Streptococcus spp. (15%-27961% 11 , ll 
Corynebacterium spp, 2, [I , ll 
Escherichia d i g  (15%-29%)•˜, 11 
Klebsieila pneurnoniae (D: 10%-15%) I( . fi 
Moraxellaj, ll 
Neisserias, 11 
Puteurella multocida ( D :  15%-34%; C: >50%)•˜, 11 
Protacs (C: <lo%)•˜, 11 
Pseudomonasl(6%-349614, (1 
Bactqoides 11 
Clostridiurn spp. 
Fusobmterium I] 

Rhinitis, sinusitis Escherichia coli 

Pseudomonas spp. 
Tracheobronchids' Bordetella 

- - 

Skrphylococcus intermedius (D:  10%-15%) Normal bronchi and lungs sterile distal to first 
bronchial division 

ficherichla coli (D: 30%-40%; C: 15%-20%) 
Bordetdh (D: 10%-15%) 
Entmcoccus 
Klebsiehpneumoniae (D: 15%-20%; C: 40%)  
Pasfeurefla multocida (C: 250%) 
Pseudomonas 
Pmteus mirabilis (D: <lo%) 

Pleuritis Actinomyces, Bacteroides, Corynebncterium, F ~ s o b a c t ~ u m ,  
Nocardia, ParteureIin, Staphylowccus, Streptococcus 

Gastrointestinal 
Oral cavity Beta-hemolytic Streptococcus Isolates from healthy dogs5 

Pseudomonas•˜ 
Obligate anaerobes (80%-90%) 

Continued 



Drugs Targeting infections or tnfesiations SECTION 2 

Organ or Site Organism Comment 
Small intestine Escherichia coli, Klebsie1fa.T Bnteropathogenic bacteria in the stomach or small 

intestine associated with enterotoxinll or rnuco- 
sal invasion 

Enterobacteriaceae4 Campy[obacterjetusn 
Moraxella 
Neisseria 
Proleus spp. 
Pseudomonas spp. 
Salmonella typhimuriutn•˜, u 
ShigellaO 
Vibrio choleraell 
Vibrio pnrahaemolyticus•˜ 
Yersinia enlerocoliticafi 
Clostridium perfringens (type A) 7 
Bacillus 5, ll 

Large intestine Enterobacteriaceae* "Normal microflora; anaerobic make up 90% of 
microflora 

Enterobacteriaceaes Anaerobes 
Peritonitis 

Bepatobiliary 

Enterobacteriaceae 
Escherichia coli 
Enterobacter 
Klebsiella 

Genital 

Stuphylococcus intermedius (D:  15%-25%)•˜ 
Acinetobacter5 
Escherichia coli (3056-35%)•̃  
Klebsiella$ 
Moraxella,$ HaemophilusP 
Pasteurella multocida (10%-25%)•˜ 

Pseudomonas aeruginosa (c 10%) 
Obligate anaerobes (C: 1094-2596) 

Ureaplasma spp.5 
Staphylococcus intermedius (D: 15%-25%)•̃  
Staphyloulcc~u epidermidiss 

Normal microflora of distd urethra and prepuce9 

 NO^ microflora of canine vaginas 

Streptococcus canis, S. faecalis, S. viridans, 
S, zooepidemicus$ 

Corynebacteriumfi 
Acinetobacter•˜ 

, 

Citrobacter•˜ 
Enierobacter$ 
Enterococcus$ 
Escherichia coli (30%-3596)s 
Haemophilus•˜ 
K!ebsielfa•˜ 
Micrococcw3 
Moraxella, $ Neisseriug 
Pastewella multocida (1.5%-25%) 
Protars5 
Pseudomonas aeruginosa (€1 096)s 
Obligate anaerobes (C: 10%-25%) 
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Organ or Site Organism Comment 

Urinary Tract -- 
Staphylococcus infermedius (D:  < I  OW) 
Enterococcus faecalis (D: < 10%) 
Escherichia coli (40%-50%) 
Klebsiella pneumoniae (10%- 15%) 
Pasteurella multocida (C: 10%-15%) 
Protea mirabilis (10%- 15%) 
Pseudomonas aeruginosa (C: <lo%) 

Central Nervous System 
Brucella 
Pasteurella 

Ocular 
Conjunctiva Staphyiococcus intermedius,$, 11 S. albusll Cultured from the conjunctival, sac of clinically 

norma1 dogs or cats57 
Beta-hemolytic Streptococcus (C: 15%-25%)& ll 
CorynebacteriumO, ll 
Escheridtia colin 
Moraxella•˜ 
Neisseriag 
Pasteurella multocida (C: 10%-20%) 
Pseudomonas•˜ 
Proteus 
Bacillus•˜, 1 
Chlamydia psittaci (C: 50%-75%) 
MycopfasmaT 

Eye Leptospira 
Brucella canis 
Cbsfridium tetani 
Mycobacterium bovis 

Otitis externa Staphylococcus intmedius ( D :  25%-30%) 
Es&rirhia coli (D: 10%-20%) 
Proteus mirabilis (D: 20%-25%) 
Pseudornonus aentginosa (D: 15%-25%) 

Skin Staphylococcus intemedius (D: 60%-70%) 
Escherichia coIi (20%-30%), 
Pasteurella rnultocida (C: >SO%) 
Prokus mirabilis (< 10%) 
Pseudornonas aeruginosa (D: < 10%) 

Wounds, abscesses Staphylococcus infermedius (D: 25%-50%) 
Escherichia coli (D: 20%-30%; C: 10%-20%) 
Pasteurella multocidn (C: 3096-4096) 
hoteus mirabih (D: 10%-20%; C: ~10%) 
Pseudornonas aeruginosa (D: 10%-20%) 
Obligate anaerobes (25%-35%) 

Musculoskeletal 
0 s  teomyelitis Staphylococcus intermedius ( D :  40%-50%) 

Staphyiococctrs aureus 
Etcherichia coii (D: 10%-20%) 
Enterococcus faecalir (13: 10%-20%) 
Proteur mirubilis 110%-20%) 

- - 

'Numbers in parsntheses mbr ta probable percentagas of Infections in this tlssue that are caused by the organism, as cited by Aumln (1 993). Unless noted otherwise, the pWCentageS 
refer to both dogs and cats (D = dog; C = cat). Note that the pmbable percentaga Is Ilkely to vary geographtcally and may be biased toward patients referred to a specialty selvlce. 
tNumbers In parentheses refer topmbable percbntages of Infection in this Ussue that are caused by the organlsm, as clkd by Greene (1990). 
$Number In parenthesis reflects the range of percent cited by both Auwin (1993) and Greene (1990). 
Oll For each W e ,  the symbol Is defined In the CommentcoLmn. 
Wganlsms Mat are cu[tured from clintcally healthy animals may be difllcult to dlstlngulsh fmm those that cause Infection. 
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Figure 6-3 The gram-positive cell wall is thicker than the gram-negative cell wall, but the gram-negative cell wall is protected by 
an outer mernbrane including a layer of lipopolysaccharides. Endotoxin, derived from the lipopolysaccharldes, contributes to 
the mortality and morbidity of gram-negative infections. The membrane also presents a challenge to drug movement. Although 
lipid-soluble drugs can diffuse through the membrane, movement of water-soluble drugs must occur through channels in outer 
membrane proteins called porins, which form aqueous channels that filter unwanted molecules. These porins are also associ- 
ated wlth efflux pump proteins (the latter are also present in gram-posltive organisms). Reduction in porin size or increased efflux 
pump activity are important mechanisms by which gram-negative organisms develop multidrug resistance. 

In, addition to Gram staining, determining the source of 
infection may help identify the microbe because some organ- 
isms are more likely than others to infect certain body sys- 
tems. For example, genitourinary tracts are often infected with 
gram-negative aerobes, whereas abdominal infections gener- 
ally are caused by gram-negative aerobes initially, followed by 
anaerobes after severd days (see Table 6-1).24125 Skin is most 
commonly infected with Staphylococcus pseudintermedius (to 
be referred to as S. intermedius group, or SIG), abscesses with 
anaerobes and Pasteurella spp., and the urinary tract with E. 
coli. Indeed, E. coli is one of the more common pathogens, 
infecting many tissues. One study of 674 E. coli isolates col- 
lected from dogs found the vast majority (n=424) associated 
with urinarytract infections (UTIs) (n=424); however, 61 were 
also collected from skin, respiratory tract (52), ear (43), female 
(42) and maIe (25) reproductive tracts, and other organ sys- 
tems (23). However, although E. coli may indeed be the most 
common isolate associated with UTIs, it does not necessarily 
represent the majority of UTIs. In a study by the author, only 
5096 of UTIs were caused by E. coli, with the remaining 50% 
caused by Staphylococcus spp., Enterococcus spp., Proteus, and 
others. For critical patients, organisms generally represent the 
normal flora of the alimentary canal or a nosocomial organ- 
ism.26 Granulocytopenic or otherwise immunoincompetent 
patients also are more likely to be infected by aerobic grarn- 
negative organisms. 

Even if the organism is correctly identified, the greater 
risk of failure associated with empirical treatment lies in the 

inability to correctly predict susceptibility patterns. This is not 
a new concern:' As early as 1996, a study of critical-care patients 
revealed that empirical selection of antimicrobials was incor- 
rect, on the basis of cultures collected before antimicrobials 
were started, in ,nearly 45% of patienkZ7 Further, isolates of 
four organisms collected between 1998 and 2000 (F! ueurigi- 
no% I! mirnbilis, E. coli, Staphylococnrsspp.) widely considered 
to be susceptible to enrofloxacin (which had been approved 
for approximately 10 years) were characterized by a higher 
than expected incidence of resistance (28% for E. ~ o l i ) . ~ ~  More 
recently, a high lev4 of resistance was ascribed to drugs used 
empirically to ireat otitis i n t e r ~ a ~ ~  and pyoth~rax .~  Findy, 
our laboratory has demonstrated that more than 40% to 60% of 
E. coli associated with WTIs in dogs are characterized by resis- 
tance to first- and second-choice drugs (amoxicillin/clavulanic 
acid, cephalexin, potentiated sulfonamides, and enrofloxa- 
~in).~l These differences may be regional but the absence of a 
robust surveillance program for dogsand cats h i t s  empirical 
antimicrobial selection. These studies suggest d t u r e  and sus- 
ceptibility (CM) t m g  will become increasingly important 

Culture and Susceptibility Testing 
C8rS data can be a powerful guide for judicious antimicrobial 
use. However, C&S testing is only one of several toob that 
should support antimicrobial rherapy. Among the advantages 
of culture is hcilitation of input from a veterinary diagnostic 
microbiologist As such, it has multiple roles in antimicrobial 
therapy: iden-g the potential pathogen, providing st list 
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of potentially effective drugs, offering guidance regarding the 
most effective drug, and serving as a basis for design of a dos- 
ing regimen of that drug through integration of pharmacoki- 
netics (PK) and pharmacodynmics (PD):32 

To date, not all infections require C&S testing to be effec- 
tively treated. Indeed, basing treatment on C&S does not 
guarantee therapeutic success. However, C&S can be particu- 
larly prudent for at-risk patients. It is particularIy important 
for patients that have been treated with antimicrobials in the 
past several months. Testing is important to critical patients; 
although empirical therapy will begin before its receipt, cul- 
ture of blood, urine, respiratory secretions (collected by 
bronchoscopy) and other pertinent body fluids (i.e., pleural, 
peritoneal, or cerebrospinal fluid [CSF]) should be carefully 
sampled before antimicrobial therapy is begun. Testing is aIso 
critical if infection by nosocomial organisms is of concern 
because their complex resistance patterns ofien require more 
expensive and potentially toxic drugs.33 

Among the disadvantages of C&S testing is the time that 
often elapses between sample collection and receipt of results. 
Ideally, antimicrobid therapy will be withheld until the infor- 
mation is received and the accuracy of empirical choices is 
confirmed. The more a patient is at risk for developing resis- 
tance, the more important it may be to withhold therapy until 
results are received. However, treatment generally cannot be 
withheld. Still, if the data indicate that an incorrect choice 
may have been made regarding empirical antimicrobial selec- 
tion, the data may no longer accurately reflect either the cur- 
rent infecting population or the susceptibility pattern. The 
clinician has several options, given that scenario (see Figure 
6-1). Ifthe patient has responded to therapy, the most prudent 
approach may be to stay the course, or perhaps add a second 
(nonantagonistic) drug to which the isolate is susceptible. If 
the patient has not responded sdiciently to therapy, therapy 
might be changed in light of the new data. However, the more 
prudent approach might be to reculture and wait until the new 
data arrive before changing course. 

As with any tool, C&S data can be detrimental if misused. 
Contributing to improper use are the many pitfalls of testing, 
which begin with sampling, continue through the testing pro- 
cedures and interpretation of results, and end with the design 
of the dosing regimen. 

Culture data are only as good as the sampling methods of 
collection; the importance of proper culture techniques can- 
not be overemphasized (Box 6-2). For skin wounds the surface 
always contains commensals; normal flora, regardless of the 
site of collection, wilI cause background noise that must be 
filtered out  Swabs are often not ideal for sampling for a vari- 
ety of reasons," the most compelling of which is that only 3 
out of 100 CFUs will actually make it to the culture stage. For 
anaerobes in particular, air between the fibers inhibits growth. 

Despite the greater Ievel of difficulty in sample acquisition, tis- 
sue is the preferred sample. This might be an aspirate of fluids 
or macerated tissues (the laboratory may prefer to perform 
the macerating). Cleansing before sample collection is indi- 
cated, particularly for contaminated sites. For the same reason, 
cystocentesis is the most acceptable sample for interpretation 
of bacteriuria; catheterized sample often contain microbes 
colonizing the catheter and associated biolilm. The properly 
collected obligate anaerobic sample is particularly difficult 
to achieve and the absence of anaerobes may simply reflect 
improper techniques. An anerobic infection should be sus- 
pected ifcliiicd signs are supportive (e.g., foul smell, adjacent 
to mucosal membranes or gas). Note that facultative anaerobes 
may be cultured and tested as susceptible under aerobic condi- 
tions but fail to respond to therapy as expected if the infection 
in the patient occurs under anaerobic conditions. 

Even a properly collected culture may not confirm infection 
or identify the infecting pathogenic microbe. Cytology cou- 
pled with Gram staining should be considered when possible, 
with phagocytosis of the organism indicative of pathogenic- 
ity. Pathogenicity reflects virulence,' which is often miscon- 
strued as resistance. The chances of proper identification of 
the cultured isolate pathogen are greatest if vibrant growth 
is obtained in an otherwise sterile environment. However, 
for tissues characterized by a normal flora, culture may not 
be able to discriminate colonization and infection by normal 
opportunistic organisms that have become pathogenic. Most 
normal flora comprises commensals that are opportunistic, 
i-e., able to cause disease without the support of virulence hc-  
tors. A population shift from colonization to infection by such 
organisms is more likely to occur in at-risk patients, such as 
the critical-care patient, or at sites for which local immunity is 
compromised. Infection generally reflects normal flora, such 
as E. coli, E aeruginosa, K pneumoniae, and S. pseudinterme- 
dim., although opportunistic organisms also may be acquired 
from the environment 

The culture may give some indication as to the quality of 
the sample based on evidence of contamination. If C&S data 
indicate contamination, the site should be resampled (tissue 
collection rather than swab) after proper deansing. For exam- 
ple, selected organisms, such as BaciUus sp. and Corynebude- 
rium spp. are common contaminants, and their presence in 
wounds may be indicative of contamination and thus, poten- 
tially, a poorly representative sample. The location of culture 
may also be important in identdjing the organism as a con- 
taminant. For example, whereas beta-hemolytic Streptococcus 
sp. (e.g, S. canis) collected from a wound may be important, 
it is a likely contaminant if cultured from the ear. Streptococ- 
cus sp. pathogenicity (i.e., the likelihood of infection) can 
be associated with its ability to hemoIyze hemogIobii, with 
alpha designation (hemoglobin is simply reduced) being the 
least and beta (red blood cells disrupted) potentially the most 
hemolytic and pathogenic designation. Gamma hemolysis 
is actually the absence of hemolysis and is demonstrated by 
Enterococcus spp. (previously a subset of Streptococcw spp.). 
However, alpha-hemolytic also can be pathogenic under the 
right circumstances, such as in the patient that has undergone 
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'The laboratory to which the sample will be submitted should be consulted before collecbon to ensure that Its recammendations are followed. These general guidelines are offered in 
the absence of specific guidance. 

invasive procedures such as intubation (e.g., S. pneumonia in 
humans). Enterococcus also has expressed beta hemolysis.The 
laboratory may choose not to implement susceptibility testing 
for those isolates considered nonpathogenic, with the inter- 
pretation of pathogenicity by the microbiologist depending on 
the host circumstances, including sampling site. Such decision 
making can only be improved with effective communication 
between clinician and microbiologist. 

The number of organisms may be helpful in identlfylng the 
cause and effect of microbial presence and infection. Isolation 
of multiple organisms from a site that is easily contaminated 
by normal flora may represent floral colonization rather than 
a polymicrobial infection." In contrast, pure growth gener- 
ally indicates infection and the potential need for therapy. For 
example, Pusteurella as one of several organisms collected from 
a nasal swab may not be relevant, but ifcultured as a pure iso- 
late, it is probably indicative ofinfection. A related indicator of 
infedion is the intensity of growth. For countable tissues, the 
number of CFUs per mL of tissue should be considered when 
assessing whether the inoculum represents an infection (see 
previous discussion ofinoculum size]. Vibrant growth of a sin- 
gle organism generally is indicative of infection by a pathogen, 
even in an environment that is easily contaminated. If mul- 
tiple organisms are cultured and the culture was impropedy 
collected, deansing of the site (ifpossible) and reculture may 
facilitate correct identification of the pathogen. If the culture 
was a properly colIected sample, those isolates characterized 
by lighter growth might be deernphasized in favor of organ- 
isms with significant growth. Controlling the heavier growth 
may facilitate the patient's capaaty to eradicate the less dense 
population. For example, E. coli, SIG, or alpha-hemolytic 
Streptococcus are rapid growers, and if present together, the 
organisms with the greater growth might be targeted. However, 
R aeruginosa is an example of a slow grower that is easily 
overwhelmed by other organisms. The impact on different 
growth rates exemplifies the importance of post-collection 
sample handing (e.g., the need to refrigerate). The presence of 
slow-growing organisms in a properly collected sample gener- 
ally indicates the need for treatment. Specialized procedures 
may be necessary to identify growth in tissues normally ster- 
iie (e.g., blood culture, cerebrospinal fluid, or well-collected 

bronchial alveolar lavage). Tnus as few as two colonies of 
Pseudomonas sp. cultured from a properly collected bron- 
chial alveolar lavage might be considered significant, whereas 
the need for antimicrobial therapy .might be reconsidered if 
growth is less than 105 CFUs from a site that is easily con- 
taminated (e.g., wounds, clean-catch or catheterized urine). 
Patient health also should be considered: whereas, up to lo3 
CFUImL of urine collected by cystocentesis may not be sig- 
nificant in normal dogs, it may be indicative of infection in a 
patient that is not concentrating urine (e.g., because of renal 
disease, diuretic or fluid therapy). 

Although the susceptibiity patterns of an isolate may offer 
clues as to pathogenicity of the cultured isolate, care must also 
be taken with this approach. Contaminants are often char- 
acterized by patterns of susceptibihty rather than resistance. 
However, such an isolate may yet be a pathogen, particularly 
in a patient with no previous history of antimicrobial expo- 
sure. Complex patterns of resistance may suggest the isolate 
is an infecting pathogen rather than a colonizing c o m e n -  
sal. This is exemplified by nosocomial organisms associated 
with medical treatments (arising within 48 hours of hospi- 
tal admission). However, Stenotrophomona and Serratia are 
common contaminants of antiseptics or disinfectants that are 
characterized by complex patterns of resistance. Multidrug 
resistance (discussed later) must also be considered in the 
context of the inherent susceptibility of the organism, being 
relevant only if expressed toward drugs to which the organ- 
ism should be susceptible. For example, l? aeruginosa may be 
tested toward drugs to which it is inherently resistant, yield- 
ing results that appear to suggest the isolates as multidrug 
resistant. However, multidrug resistance should not be con- 
sidered unless expressed toward ticarcillin, carbapenerns, or 
aminoglycosides. 

The clinical microbiologist can be a powerfd ally in deter- 
mining the significance of isdates yielded from a sample cul- 
ture. The microbiologist that is trained in veterinary medicine 
will be of most benefit in providing guidance regarding the 
relevance of the isolated microbe. However, the contributions 
of the clinical microbiologist will be markedly curtailed if an 
insufficient history of the patient from which the sample was 
collected is provided. 
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Interpreting Culture and Susceptibility 
Test Results 
The in vitro data generated by C&S testing eventually must 
be applied to in vivo patient conditions. Testing methods 
themselves may influence results such that the data are rnis- 
interpreted. The complex nature of C&S procedures man- 
dates standardization and a well-documented quality control 
program. ?he Committee on Laboratory Standards Lnstitute 
(CLSI; previously the National Committee for Clinical Laba- 
ratory Standards [NCCLS])35-39 validates method protocols, 
guidelines, and interpretive standards for C&S and molecu- 
lar testing; one of its subcommittees promulgate veterinary- 
specific s tandard~?~J~ These standards and guidelines, which 
are applicable throughout the nation, and are often used 
internationally, reflect careful and exhaustive review of PD 
(microbial response to drug) and PK (host handling of drug) 
data. Because microbial populations are dynamic, standards 
and guidelines addressing their culture and susceptibility are 
likewise dynamic. Intermittent re-examination results in new 
guidelines and adjusted criteria, as is appropriate for changing 
microbial trends. CLSI publishes its findings so that clinical 
microbiological laboratories can access and implement the 
standards. An important caveat to C&S testing is that manu- 
facturers supplying materials to the laboratory may not imple- 
ment recommended changes in their materials in a timely 
hshion. Further, some veterinary diagnostic micribioiogical 
laboratories do not necessarily adhere to these standards but 
rather generate their own guidelines. Yet only CLSI standards 
undergo national peer review assessment and discussion 
among unbiased experts representing government, industry, 
academia, and clinical practice. 
CLSI has generated guidelines for a variety of C&S testing 

methods. The PD information varies with the susceptibility 
procedures, with disk diffusion (Figure 6-4) and broth dilu- 
tion (Figure 6-5) offering excellent examples of contrasts in 
ad~antages.4~ It is the latter that provides the minimum inhibi- 
tory concentrations (MICs) necessary for comparison among 
drugs and design of dosing regimens. The data generated from 
culture and susceptibility testing represents the PD portion of 
PK-PD integration in that it indicates what is needed to target 
the microbe. 

Disk Diffusion Versus Broth Dilution Techniques 
Both methods of susceptibility testing require rapid growth of 
organisms and therefore may not be available for all organ- 
isms. Broth dilution data are particularly dependent on rapid 
growth, and for some organisms disk d i i s i o n  may be the only 
available means of obtaining data. The disk diffusion method 
(e.g., Kirby-Bauer) involves disks that contain a known 
amount of the drug of interest. The agar is streaked with a 
standardized inoculum of the isolated organism, and the disks 
are placed in standardized positions on the inoculated gel. 
Drug diffuses from the disk into the agar at a known rate (see 

Agar plate swabbed with 
known numbers of 

organisms 

I 
Drug impregnated discs 

Diameter of no-growth 
zone correlated with 

Figure 6-4 The disk diffusion method of culture and suscepti- 
bility testing. Drug diffusion from the disk results in cancentra- 
tions that are higher close to the disk and gradually decrease 
as the diameter of the zone surrounding the disk increases. 
Resistant organisms can grow close to the disk despite high 
drug concentrations in the agar, whereas susceptible organ- 
isms wi[l be inhibited at a standard distance from the disk. 
Concentrations in the agar correlate with the minimum inhibi- 
tory concentration (MIC) of the drug. 

Figure 6-4):O such that, at a standard time, the concentration 
in the agar correlates with the minimum inhibitory concentra- 
tion (MIC) of the drug as would be determined by the broth 
dilution procedures (the most common method serving as a 
gold-standard to other methods). At the prescribed time (ie., 
as specified by CIS135-37), a zone of no microbial growth (in 
mm) is measured around the disk Because the concentra- 
tion of the drug decreases with the distance (zone) diameter 
from the disk the larger the zone, the lower the concentration 
of drug necessary to inhibit the growth of the organism and 
the more likeiy effective drug concentrations will be achieved 
at the site of the infection. A susceptible ("S") designation is 
given if the zone is sufficiently large. Growth up to the desig- 
nated zone indicates that the concentration of drug necessary 
to inhibit the organism is too high to achieve in the patient, 
leading to a resistant ("R") designation. Intermediate ("I") 
designation is provided for some drugs. Zone sizes necessary 
for an organism to be considered susceptible as opposed to 
resistant to a specific drug are variable and are very sensitive 
to disruptions in protocols, which underscores the importance 
of following standards. An advantage to the disk diffusion 
method is that rnultipIe drugs might be simultaneously tested 
on one plate. This is in contrast to the more tedious and costly, 
yet more informative, broth dilution methods. Because disk 



CHAPTER 6 Principles of Antimicrobial Therapy 143 

Organism grown to 
standard turbidity = 

in broth 

Tubes with increasing drug 
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Figure 6-5 The broth dilution method of susceptibility testing provides a drug concentration to be targeted in the patient. Tubes 
containing serially increasing concentrations of drug are inoculated with a standard amount of the bacterial organism. At the 
proper time, tubes are observed for evidence of growth. The first tube (i,e., the one with the lowest concentration) that shows no 
evldence of growth contains the minimum inhibitory concentration (MIC) of the drug. The MIC can be used to evaluate relative 
drug efficacy and development of resistance and to calculate dosing reglrnens. This method is also one means by which the 
mlnimum bactericidal concentration (MBC) of a drug is determined. if the tubes exhibiting no growth are then used to inoculate 
solid agar, those tubes that yield no bacterial growth contained sufficient drug to klll, rather than simply inhibit, bacteria. The test 
tube that contains the lowest concentration of drug that yields no growth contains the MBC. If the MBC approximates the MIC, 
then the drug can be considered bactericidal. 

difhuion results are reported as S, I, or R, it is described as 
semiquantitative. 

In contrast to the disk df is ion  method, the broth dilution 
method provides quantitative data regarding the amount of 
drug necessary to inhibit microbial growth (see Figure 6-5).*' 
For each drug of interest, tubes of liquid media are spiked with 
concentrations of the drug of interest, with the highest con- 
centration generally being that just below the CLSI threshold 
of susceptibility (resistant MIC breakpoint). Subsequent test 
tubes containing serially diluted [by half) concentrations of 
the drug. As such, MICs are generally reported out as loga- 
rithmic fi-adons or multiples of 1 pg/mL (i.e., from lowest to 
highest 0.0312, 0.0615, 0.125, 0.25, 0.5, 1, 2, 4, 8, 16, 32, 64, 
128, 256, 512; see Figure 6-5). Each drug to be tested must 
involve multiple test tubes or wells. The low and high range 
of concentrations tested for each drug wiU vary depending 
on concentrations achieved in tissues (including blood) when 
administered at recommended dosing regimens to the target 
species. For example, the ranges tested for ticarcillin would be 
expected to be much higher than the concentrations tested for 
enrofloxacin because the maximum concentration achieved 
in serum after administration of a recommended dose w i l l  be 
much higher for ticarcillin than for enrofloxacin (see Chapter 
9). Occasionally, the MIC for some drugs deviates from the 
aforementioned tested concentrations; generally, these are 
drugs marketed as combinations (e.g., trimethoprim/sulfon- 
arnide combination). PD data generated for package inserts 

or scientific reports also may incorporate dilutioas other than 
those delineated by CLSI. It is important to remember that 
CLSI guidelines are intended only to support dinical micro- 
biological laboratories that provide direct support for patient 
care. 

The tubes that contain broth (standardized type and 
amount) of the appropriate dilutions of the drug of interest 
must be inoculated with a standard number of the isolated 
bacterial organism during the logarithmic phase of growth. 
Microbial growth continues under standardized conditions 
for the standardized period (as set by CLS135-37). At the end 
of the incubation period, each tube is observed for evidence 
of growth. Evidence of growth i s  determined visually or using 
computer systems that allow miniaturized automation (see 
Figure 6-5 and Figure 6-6) The tube with the lowest concen- 
tration of drug that exhibits no detectable growth contains the 
MIC (in pg/mt), or the minimum amount of antimicrobial 
necessary to (in vitro) inhibit the growth of the organism cul- 
tured from the patient23*4' Because of the complexities of the 
procedures, laboratories that provide dinical C&S testing may 
find MIC results on the same isolate that vary, even if CLSI 
guidelines and interpretive standards are followed Generally, 
variations within I broth dilution are not considered s i m -  
cant. Laboratories ensure that quality standards of testing are 
met by performing drug MIC determination for control iso- 
lates (i.e., obtained from American Testing Cell Culture: e.g, E. 
coli ATCC 25922, Staphylococcus intermedius ATCC 45222).41 
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Drug (Interpretallon) 
(S and R brsakpoht) 

Arnpiclllin (el 6 [RI) 
(54, 232) 

Amoxl-Clav (1 IS]) 
(54, 232) 

tnrofloxacin (50.25 [S]) 
(50.5.24) 

Tetracycline (1 [S]) 
(54, 216) 

flgure 6-6 A, A commercially available antibiograrn card and an E-test (C-D) with interpretation. The commercially available anti- 
biograrn card is a mlniaturized broth dilution procedure that generates minimum inhibitory concentration (MIC) using a micrawell 
design. Generally, one card is made for gram-negative isolates and another for gram-positive isolates. The size of the card 
limlts testing of the number of drugs and the range of concentrations, with concentrations approximating the susceptible and 
resistant breakpoints (indicated under each drug). Some cards test only the susceptible and resistant breakpoints. Growth is 
indlcated by a color change (all wells had growth in row 1, indicating resistance to ampicillin, but no wells had growth in row 
3, indicating susceptibility to enmfloxacin). The ranges tested (above the wells) and interpretations (to the right of each drug) 
are provided for four of the drugs tested on the card. None of the Isolates tested intermediate. A limitation of the cards is abil- 
ity to indicate how susceptible an isolate is. Ttiis Hmitation is largely overcome with the E-test system [C; strip is enrofloxacin). 
Each strip releases the drug into the medium at logarithmic rates. Growth in susceptible isolates follows a tear-shaped pat- 
tern, wlth the point of the tear indicating the MIC. Advantages of the E-test include a very broad range of test concentrations 
(over1 6,00-fold) indicated by outer bracket (see Table 6-3), exceeding both the susceptible and resistant breakpoints (indi- 
cated by inner bracket) by several magnitudes, thus allowing assessment of how susceptible ar resistant the isolate might be 
to the drug of interest. The MIC of this isolate is 0.06 pg/mL; for comparison, the lowest concentration that would be tested 
on the antibiogram. The E-test suggests that this isolate Is moderately susceptible to doxycycline. The differences in the MIC 
between the microwell dilution and the E-test may reflect subtle differences In methodology but also the lipophllic nature of 
doxycline (better penetrability), thus hlghlighting a caveat of susceptibility testing: model drugs do not atways represent the 
drug of interest well. Another advantage of the E-test is the smaller increments of change, and thus greater precision provided 
compared with tube dilution procedures. A more precise dosing regimen can thus be designed. For example, with standard tube 
dilution, concentrations increased from 8 to 16, whereas with E-testing, concentrations Increased from 8 to 12 to 16 pg/mL 
Finally, the individual nature of the test strips allows a "pick and choose" approach to individualizing drug therapy. This also, 
however, is a disadvantage in that costs are higher when multiple drugs are tested. 

Research publications that address bacterial PD likewise are followed), the CLSI interpretation of S, I, or R for that 
should demonstrate adherence to CLSI guidelines, including MTC. The basis of the interpretation (S, I, or R) for broth dilu- 
quality-control procedures. tion procedures is addressed later in this chapter. The MIC 

Broth dilution reports provide both the MIC (a concen- for selected drugs may be accompanied by a "5" or >".sing 
tration, reported in IrglmL) and (assuming CLSI procedures Figure 6-7 as an example, Pseudomonas have an MIC for 
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Susceptible Resiuant 
Amikacin 6 8 4 )  s 9 S 54 
Ampicillin .'. (10.25 20.5 I I])  R 2 0 5  R 2 I 
Amox/Clav (IO.25/0.06 > 110.25) s 0.25 R 2 I 
Cephalotl~in (12 18) S 2 R 1 8  
Enrofloxacin (; 0.5 g) S 0.25 I 1 
Gentamkin - > 16) 1 8  S 4 
Penicillin G (10.12 [81 3 . 2 5  1321) R >16 - R 232 
TrimlSulf 3) S 1 R 1 4  

Figure 6-7 An example of a C&S report for broth dilution. The 
breakpoints have been added in parantheses this report; 
for ampicillin and penicillin, a second breakpoint in [brack- 
ets] is for the gram-negative organisms (see text and Table 
6.2). The relative in vitro effkacy of antibiotics to which an 
organism is susceptible can be evaluated by comparing 
the minimum inhibitory concentration (MIC) of the organ- 
ism. For Staphylococcus, the resistant MIC breakpoint to 
MIC ratio is 64/4, whereas that for gentarnicin is 16/4 or 
two tube dilutions from the breakpoint. Although the isolate 
is considered susceptible to both drugs, amikacin presurn- 
ably would be more effective (although neither generally 
should be used alone to treat Staphylococcus). Differences 
greater than one tube dilution should be considered signifi- 
cant. For the beta-lactams, effective treatment of Staphylo- 
coccus with cephalothin (the model drug for cephalexh) may 
be more easily achieved (ratio of 8/2) compared to amoxicillin 
clavulanic acid (ratio of 0.25/0.25). However, a s  time-depen- 
dent drugs, ellmination half-life of both drugs would need to 
be considered. All values (concentrations) are in pg per mL 
S = susceptible; R = resistant; I = intermediate. 

amikacin of 5 4  pg/mL, 'The r indicates the absence of growth 
in the lowest concentration of amikacin tested by this labo- 
ratory (8 pg/mL); this lowest concentration may be difTerent 
among laboratories that use different systems. However, often 
the lowest dilution tested is at or just below the lower thresh- 
old of susceptibility (the susceptible M C  breakpoint; see later 
definition) set by CLSJ. Testing at concentrations at or very 
dose to the susceptible breakpoint of a drug is a major disad- 
vantage of current susceptibility testing methods: either iso- 
late may be very susceptible to amikacin such that their actual 
MIC may be several tube dilutions below the lowest concen- 
tration tested (see below). As such, the closest approximation 
to the actual MIC for either isolate wilt be the concentration 
below the lowest dilution tested by the laboratory (i.e., 5 4  pg/ 
mL or €8 pgfml both indicate the same result). The isolate will 
be accompanied by an "S" designation, indicating susceptibil- 
ity because the MIC is at or below the susceptible breakpoint 
determined by CLSI (Table 6-2). At the other end of the testing 
range, an MIC accompanied by 2 indicates that growth was 
present in the highest concentration tested by the laboratory. 

Generally, for most automated procedures, the highest con- 
centration tested is 1 tube dilution below the upper thresh- 
old of susceptibility (the resistmt MIC breakpoint) set by 
CLSI for each drug (Table 6-2). For example, for cephalothin 
(the mode1 drug for cephalexin in this example), the upper 
threshoId of susceptibility (the resistant MIC breakpoint) set 
by CLSI is 8 pg/mL. Thus for Pseudomanas, growth was pres- 
ent in the well containing 4 pg/mL, indicating that the actual 
MIC is equal to or higher than 8 &mL (216 pg/mL or >8 pg/ 
mL both indicate the same result). However, again the test- 
ing range limitations of the current procedures emerges in 
that level of resistance of the isolate cannot be assessed The 
isolate may be characterized by low-level resistance, although 
this is unlikely for I! aeruginosa and first-generation cephalo- 
sporins (indeed, testing of P aerugniosa toward cephalothin 
is not appropriate). However, unless the range tested extends 
beyond the resistant breakpoint, all that is known is that the 
isolate is resistant, and the MIC will be accompanied by an R 
designation. 

Among the pitfalls of C&S testing are the stepwise dilu- 
tions and the range of concentrations tested for each drug. The 
twofold dilutions at: which MIC are tested affect the design of 
dosing regimens at the higher MIC. Precision in the design 
of dose would be facilitated if MICs could be determined 
between the tube dilutions. For example, the dose to target 64 
p g / d  would be substantially cheaper and potentially safer 
than that necessary to target 128 p g / d .  The limited range of 
concentrations tested for each drug negatively affects the abil- 
ity to identify the drug to which the isolate is most susceptible 
(see Figure 6-6).41 Ideally, concentrations tested by broth dilu- 
tion procedures should span the range of drug concentrations 
that characterize the range of MICs established in a sample 
population of isolates of the organisms, with the highest con- 
centration being at least one dilution above the highest drug 
concentration acheived in target biological f l ~ ids .~ l  However, 
automated systems test in a very narrow range. As previously 
noted, because the lowest concentrations are at or just below 
the lower limit of susceptibility, isolates that are very suscep- 
tible to the drug of interest cannot be indentitied (see Table 
6-2). Therefore standard antibiograms are more indicative of 
.resistance rather than susceptibility. 

A third testing system approved by the Food and Dmg 
Administration (FDA) oEers advantages to the standard corn- 
mercial broth dilution card. The "E test" (Epsilon test) com- 
bines the simplicity of disk diffusion with the informative 
nature of broth dilution, but goes beyond standard broth dilu- 
tion procedures. (see Figure 6-6). In general, MKS generated 
by the E-test correlate well with MICs generated from broth 
dilution p roced~res .~~  A disadvantage of the E-test is that the 
length of the test strip limits the number of drugs that can be 
tested on a large plate (three strips for a large plate, one for 
a small plate), which contributes to the cost of the testing. 
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Amoxicilh with 1 0.25/0.12/18/2' 2 110.5 
clavulsnic acid* 

Ampicillin4* ~0.25~8~ 20.5 
~0.25~ 2 1 

Azithromycin 14 28 
Carbenicillin 516 264 

Cefotaxime 58 264 

Cefoxitin 5 8  232 
Cefpodoxirne 52 2 8  

Ceftazidime 18 232 
CeftioFu~~~* 52 28 

Ceftizoxlme 18 232 
- 

Ceftriaxone S 8 264 

Chloramphenicol 5 8  232 
5 g9 216 

Ciprofl~xacin'~ Sl 24 
(see also 
enrofloxadn) 

Clarithromycin 11 28 
I S  232 

Clindarnycin8' $0.5 24 
Difloxacin" 50.5 24 
Do~ycyline 54 216 
En rofloxacin* 10.5 24 

Erythromycin S0.5 a! . 

~ 0 . 2 5 ~  TI 

Breakpoint Breakpoint MIC 
~g/mL ( d m  L) 

Drug Susceptible1 Resistanti 
Gentamicin* 1 4  2 16 

Irnipenemf 14 216 
cilastin 

Kanarnycin <16 264 
Levofloxacin 52 2S9  

Lincomycin S0.5 24 
Marbofloxadn <1 24 

Metronidazde 18 232 

N i t r o f u r a n t o i n  132 2128 
OrbifIoxacin4 $1 28 

Owcillin6 52 24 

Penicillin G <B3 216 
~ 0 . 1 2 ~  20.25 

Piperacillin 5M2 2128 
~ 6 4 ~  2128 

Rifamoin 51 24 

~ 1 6 ~  2128 

Ticarcillin with ~ 6 4 1 2 ~  2128l2 
davulanic acid ~ 1 6 1 2 ~  2128/2 

Trimethoprimi 12/3813 24/76 
Sulfamethoxazolel ~0.519.59 24/76 

Vancomycin ~ 4 ~ 5  232 
5i9 
54 232 

'Old breakpoints replaced by Cllnica! Laboratory Standards fnstltute (CLSI) for amoxicllln-clavulanic add for all organisms were, for S & p t i y I ~ 5 4 / 2  = S, and 2 8/4 = R and 
for non-slaphylococci, 4/2,=S and s 32/16 = R. The provision of a separate breakpoint of s8 pg/mL for (m is new. 
lCflnlml Labamtory Standards replaced by CLSl lor cephalexln were 5 8 = S, and 2 32 = R. The new breakpoints were bemmlng ofkiaf at the lime of publicatton. 
I n s t h t ~  Interpretive standards that are based on anlmal pathogens are designated by an asterisk. 
2Wlwn testlng S f B p h ~ ~ o r g a n l s m s  
When testlng gram-negative enteric organlsms 
4Ampldllin Is used to test amoxicliin 
When tesUng Pseudomonasorganisms 
60xaclllln is used lo beat methlcillin, cloxacillln 
7kphaiothln Is used to last all !%st-generation cephalosporlns. Does not represent cefazolln, whlch should be tested separately If a gram-negative organism. 
aCllndamycln Is used to test linmmycin, whlch Is less susceptible to S&~hylococcus. . - 
gWhen testing S ~ ~ ~ ~ ~ O C L ] C C U S  (S p&umonlee tor levofloxacln) 
' W e n  testing pathogens 8ssmlated with food anlmal resolratow dlsease 
ll~rimethoprim-sulfa~eth~xamle Is used to test lrlmetho~rlm-s~lfadiazlne and ormetoprlm-sulfadlmethodne 
'4% urlnary h c t  Infections 
13For soff Ussue infections 
14Used to test chloltetracycline, oxytetracycllne, mfnocycllne, dokycycline 
16When testing E n t e r o m s  organlsms 
1•‹A human crlterla deemed relevant to dogs and cats. Note reduced oral hloavallablll~ (mean of 40%) In dogs and negllnlble (0%-20%) in cats. 
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Drug Class Antimicrobial Drug CLSl Breakpoints (S, R) MIC range (ClglrnL) of E-test 
Penicillins 

- Ampicillin 58,232 0.5-256 

AmoxicUm-clavulanic acid 18/4,232/16 0.25-512 
Cephalosporins Cefpodoxime S2,28 0.12-128 

Fluoroquinolones Enrofloxacin 50.5,24 0.06-128 
Tetracyclines' - Doxycycline 3 , 2 1 6  0.25-512 

Aminoglycosides Gentarnicin - 54, 2 0  0.12-256 

Potentiated sulfa Trimethaprim-sulfamethoxazale s2,28 0.06-128 

CLSI. Clinical Laboratory Standards Instilute; MlC, mlnlmum Inhibitory concentrafion; R, resistant; S, susceptible. 

However, because the drugs can be chosen for each patient, 
the method lends itself well to expanded susceptibility testing 
in the presence of a multidrug-resistant isolate. Although E 
tests are tedious and expensive, the wider range of concentra- 
tions tested (up to 1600-fold differences; Table 6-3) includes 
MICs well below the lower and higher thresholds of suscepti- 
bility, thus allowing identification of very susceptible isolates. 
Further, isolates with low-level resistance might be identified, 
potentially justifymg the use of the drug, albeit at a higher 
dose or in combination with another drug. 

Because of the inherent risks of inaccuracy associated with 
any C&S testing procedure, results yielded from procedures 
that are not based on CLSI standards should be interpreted 
with caution. Aspects subject to variability include pH; cation 
content and osmolality of the media; inoculum size; media vol- 
ume; temperature and duration of incubation; humidity; and, 
for broth dilution, the method of observing Accord- 
ingly, in practice, culture methods should be considered less 
than ideal unless CLSI protocols are followed. Further, pre- 
liminary data, quick ''snap" tests, or other methods intended to 
generate rapid results must be interpreted cautiously; the role of 
the organisms in causing infection and the susceptibility of the 
organisms (unless identified as a multidrug-resistant microbe) 
may require full C&S testing. Whereas the FDA is responsible 
for approval of diagnostic tests for human medicine, such a 
pathway is not required for veterinary diagnostic tests. 

Population Pharmacodynamic Statistics 
Agar Gel Versus Broth Dilution Pharmacodynamics 
A nonquantitative but helpful summary of PD data is an 
antibiogram that indicates the proportion of isolates that are 
susceptible (or resistant) to the drug of interest: (Figure 6-8). 
Although it does not provide information regarding the level 
of susceptibility, it can provide direction regarding empirical 
drug seIection by indicating the likelihood that an organism 
is susceptible to the drug of choice. The antibiogram might 
be generated for each practice on the basis of cumulative data 
summarized on an annual basis. 

Population statistics generated from MICs can provide 
even more useful information. They are particdarly helpful 
if MIC data is not available for an isolate infecting a patient. 
Population MIC statistics can be generated from a sample 
population of the same organism; ideally, at least 100 isolates 
will be collected from different patients. Pertinent PD (MIC) 
statistics that describe the population distribution indude the 
range (lowest and highest MICs recorded for any isolate rep- 
resenting the organism), mode (the most frequently reported 
MIC), median (the middle MIC, the 5oLh percentile or MIC,,), 
and the MICg0 (or the 90"' percentile MIC; the MIC at which 
90% of the organisms are inhibited (see Figures 6-9 to 6-1 1) . 
The two-fold dilution nature of MIC determination mandates 
that the geometric mean (converted to account for the non- 
continous nature of MIC) be reported rather than arithmetic 
mean. If an MEC is not availabIe for an organism infecting a 
patient, the WCSo (or even more ideally, the MICloo) of a drug 
for an organism is the preferred surrogate indicator of "what 
is needed" by the author. For example, if S. pseudintermedius 
is a known or suspected cause of pyoderma in a patient and 
the drug to be chosen empirically is cephdexin, the 
of S. intermedius for ~ephelexin~~ can be used as an indica- 
tor of "what is neededm-that is, the PD target for therapy in 
the patient. PD information can be found on many package 
inserts scientific or textbooks (veterinary for 
animal drugs, human if not), and other resources (see Table 
6-4 and Chapter 7). However, the dynamic nature of microbes 
in response to the presence of antimicrobials may render 
some population data obsolete even within several years of 
collection. In addition to the species, a number of host fac- 
tors are likely to affect the sample population statistics and its 
applicability to the patient Among the more important fac- 
tors is previous exposure to antimicrobials, which is likely 
to be associated with higher MICs compared with MICs of 
isolates collected from antimicrobid-naive animals (ie., not 
pathogens). Ideally, separate statistics might be promulgated 
for isolates collected from animals not previously exposed to 
antimicrobials. 
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Figure 6-8 A cumulative antibiogram generated for the target species can be helpful in identifying drugs to which acquired 
resistance has emeyed. The data will be specific to the facllity (i.e., hospital). The number in each cell refers to the 
number of tested isolates designated as susceptible to the drug, When present, the number in parentheses in each cell 
refers to the number of isolates tested for that drug; otherwise, the number of isolates tested is indicated in the second 
left-hand column. Note that the data indlcate that one species in a genera may not be well represented by another 
species in the same genera, particularly for Enterncoccus and Staphylococcus genera. 

Comparing PD data of a drug reveals differential suscepti- 
bility among organisms toward each drug. For example, using 
the antimicrobial package insert, comparison of MICgO among 
different organisms reveals that R aeruginosa tends to be sus- 
ceptible (if at all) only at high concentrations compared with 
the more susceptible Pasteurella multocida (see Figure 6-11). 
The MIC90 of I! aemginosa more often than not approaches 
or surpasses the upper threshold of susceptibility for most 
drugs. Thus achieving effective antimicrobial concentrations 
is more likely to be difficult in the patient infected with I? aem- 
ginosa compared with one infected with Pasteurella. A review 
of the antimicrobial package insert reveals other differential 
susceptibilities. 

The distribution of the MICs of organisms for drugs can 
help identify emerging resistance. For example, the distribu- 
tion of E. coli for several drugs (see Figure 6-10) is bimodal, 
representing two different populations. The majority of iso- 
lates in the first population are characterized by an MIC well 
below the susceptible threshold of susceptibility (i.e., sus- 
ceptible MIC breakpoint). This data demonstrates that even 
isolates considered susceptible are characterized by MIC that 
are close to the susceptible breakpoint Further, a substantial 
portion of the population i s  higher than the upper thresh- 
old of susceptibility-that is, the exceeds the resistant 
MTC breakpoint. It is very possible that the second popu- 
lation, characterized by higher MICs, probably represents 

isolates previously exposed to antimicrobials; as such, cul- 
ture would be prudent for those animals previously exposed 
to antimicrobials. Finally, detecting increasing MICs deter- 
mined from sequential cultures of the same organisms in a 
patient with recurrent infections might indicate emerging 
resistance, likewise, comparison of the of a sample 
population of an organism across time can reved emerging 
resistance. 

The Minimum inhibitory Concenfmtion: 
Determining Susceptibiiity Versus Resistance 
Susceptibility data based on broth diiution procedures that 
are reported for a patient will include the MIC, as we11 as a 
susceptible, intermediate, or resistant (SIR) interpretation. 

m ,  . . - - -  , > 

rnjc tar& of antirnicrob~al therapy, indicah-g the mini- 
Jrn concentration to be achieved at the &e of infection. 
lwpvpr it iq nnlv n stnrtinn nnint ' 

f i e  clinical microbiology laboratory provides the interpre- 
tation on the basis of CLSI interpretive criteria. The criteria 
for broth dilution procedures are presented as thresholds or 
breakpoint MICs (MICBP) whose values will also be in terms 
of the concentrations tested for each drug (ie., multiples or 
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Isolates of same organism cultured from many 
(ideatly >lo0 animals) 

MIC determined 
for each 

MIC range 

MIC for all organisms plotted 

figure 6-9 Population pharmacodynamic data. Each sample collected from a different animal (same species) yields an isolate of 
the organism of interest. Ideally, at least 100 representative isolates will be tested. The minimum inhibitory concentration (MIC) 
of each isolate is determined, and all are plotted in a distrlbution curve. The range represents the lowest and highest MIC deter- 
mined for the isolate; the mode would be the most frequent MIC reported and the median represents the middle MIC or the 50" 
percentile (which, for normally distributed data, also represents the MIC) The MICDo is the 90th percentile MIC. A representative 
package insert demonstrating the presentation of popu[ation pharrnacodynamic data can be found in Figure 6-1 1. 

fractions of 1 pglmL) (see Table 6-2). %o breakpoints are 
provided for each drug. An isolate inhibited at a concen- 
tration at or below the lower threshold or susceptible MIC 
breakpoint will be designated "S," whereas an isolate that is 
able to grow after in vitro exposure to a drug concentration 
that equals the upper threshold or the resistant MIC break- 
point will be designated "ECn The susceptible breakpoint is 
at least one broth dilution below the resistant breakpoint for 
all drugs; for some drugs the susceptible breakpoint i s  2 or 
more broth dilutions below the resistant breakpoint, allow- 
ing for an intermediate, or "I," designation (see Figure 6-6). 
For example, for enrofloxacin, the susceptible and resistant 
MCBP are 50.5 and 24 pgimL, respectively. Thus an isolate 
whose growth (under in vitro conditions specified by CLSI) is 
inhibited with as little as 0.5 pg/mL or less will be designated 
as "S." On the other hand, if growth is present in the well that 
contains 2 @mL, then 4 pg/mL (the next broth dilution) or 
more will be necessary to inhibit the growth of the isolate, 
and the isolate will be designated as "R," or resistant to enro- 
floxacin. An additional broth diiution occurs between 0.5 and 
2 @mL. Isolates that are inhibited by enrofloxacin at 1 pg/rnL 
will be designated as intermediate, or "I." An isolate with an 
W "  I designation has developed some level of resistance, and 

such isolates should be treated with that drug only cautiously, 
at higher doses, or in combination with a complementary 
antimicrobial drug. The more prudent approach would be to 
consider "l" isolates as "Rn for that drug. Use might also be 
considered in circumstances in which the drug accumulates 
in active (i-e., unbound) form at the site of infection such that 
concentrations exceed that achieved in plasma. Examples 
might include urine (produced by the normally function- 
ing kidney) or accumulation in phagocytic white blood cells 
(selected drugs). Note, however, that such concentrations may 
yet be insufficient. 

CLSI determines the thresholds of susceptibities-that 
is, the lower (susceptible) and upper (resistant) breakpoint 
MICBP for each drug after exhaustive evaluation of both PK 
data in the target species and PD data for the drug of interest 
toward the microbes of interest. For animal drugs approved 
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Figure 6-10 Population distributions of canine and feline Escherichia coli pathogens' minimum inhibitory concentration (MIC) based 
on E-testing for two time-dependent drugs (amoxicillin-clavulanic acid, and cefpodoxime, upper plots) and two concentration- 
dependent drugs (enrofioxacin, and gentamicin, lower plots). The susceptible (left) and resistant (righa breakpoints, as identifed by 
Committee on Laboratory Standards Institute, are indicated in brackets and lines except for amoxicillin. CLSl's new breakpoints 
are indicated by arrows (58 pg/mL for the susceptible breakpoint for isolates collected from the urinary the resistant breakpoint 
for other isolates; indicated by arrows below x axis). The distribution is bimodal for all drugs except gentamicin, as is indicated 
by a second distribution of isolates with an MIC well above the resistant breakpoint. This second population of isolates will cause 
the M l C S D ( d a ~ h e d ~ ~ ~ )  to exceed the breakpoint. The range is represented by the lowest and highest MIC recorded (either may 
be limited by the range tested), the median is the 50" percentile (or MICS0) (solid arrow) the MICSo is the 90th percentile, and the 
mode is the most common MIC reported for that isolate and drug. Because an E-test was used, the MIC tested are not limited to 
two-fold dilutions. Because these isolates are pathogens that have been cultured from dogs or cats with spontaneous disease, 
they may represent isolates ahady exposed to antimicrobials which may explain the bimodal distribution (Le., these isolates may 
have undergone stepwise mutations). The population distribution of drug-ndive only isolates is likely to be somewhat lower. 

Fluoroquinolone A 

Dose 

Parameter 
For oral use in dogs and Mean 
cats only 

n=6 n=6 n =7 

Time of maximum 1.5k0.3 1,820.3 1.250.6 , 
concentration, T,,(h) 
Maximum concantration. 2.0-t.0.2 4.2k0.5 4.820.7 
c,, ( ~ l m l l  
AUCO-inf (pg*h/mL) 31.2+1.6 6426 70r6 
Terminal plasma 10.721.6 10.9k0.6 12.7"l.l 
elimination half-life, t,,(h) 

Organism lof lsolatesl MIC,, I MICw I MIC Range I 
Staphylococcus intermedius 135 0.25 0.25 0.125-2 
Escherichia coli 0.03 0.06 1 0.015-2 61 
Proteus mirabilis 35 0.06 0.125 0.03-0.25 
Beta-hsmolflic Streptococcus, 
(not Group kor  ~ r & p  B) 1 25 1 1 1 2 1 0.5-16 
Stre~tococcus. I I I I 

Table: MIC Values* (pg/mL) of FQA against pathogens 
Isolated from skin, soft tissue and urinary tract infections in dogs 
enrolled in clinical studies conducted during 1994-1 996. 

Fluoroquinolone B 

Number Pharmacokinetlc Measure Mean Value 
Bacteria Name of lsolate~ MIC50 M[Coo MlC Range Peak plasma concentration 1.8 FLglmL - 

Enterobacter spp. 9 0.11 3.66 50.053.66 (C-) . . 
Time to reach C,, (TMAx) 2.8 hours 
Elirnlnation half-life (T,,) 9.3 hours 
Area under the plasma 14.5 kg-hr/mL 
curve (AUCO-m) 
Total body clearandFa (CUF) 375 rnUkglhr 
Steady state volume of 3.8 Llkg 
 distribution/^^ 
Volume of distribution (area)/F 4.7 Ukg 
Table: Plasma pharmamkinetics following 
administration of FQB tablets (5 mgkg 
body weight) to dogs (n=20). 

Figure 6-11 Package insert information two fluoroquinolones, FQA (top) and FQB (bottom). Comparison of MICgO among isolates 
for FQA suggests that Pasteurella sp. should be more easily treated compared with Escherichia coli for both drugs. Integration 
of pharrnacokinetic data (C,, for these concentration-dependent drugs) and pharmacodynamic data (MICSo) can be used to 
identlfy which drug is best used to treat each microbe and which dose mlght be used to treat the microbe. For example, for FQA 
at the low dose of 2.5 mg/kg, when treatlng €. coli (and no patient-specific MIC Is available), the C,, is 2 pg/mL and the MICgO 
is 0.06 pg/mL, resulting in a C-/MIC, ratio of 25. For Proteus, the ratlo is U0.125, or 16. For concentration-dependent drugs, 
the target ratio is 210, suggesting the low dose may be effective for both, but the Large dose rnlght be considered for Pmteus 
if the patient is considered at risk. The number of Isolates of P. aenrginose Is not sufficient to represent the population. If the 
process is repeated for FQB with a C,, of 1.8 &mL at the low dose, the MI(&, for E. coli is 0.1 1 pg/mL, resulting in a ratio of 
16. For Proteus, the MICgo is 1.8 pg/rnl resulting in a ratio of only I. Although the dose might be sufficient for E. coli, the target 
ratio could not be reached even at the higher dose for Proteus. Note that the number of organisms on which the data are based 
for each organism often does not reach the ideal target of 700. The smaller the sample size, the more caution is indicated when 
extrapolating this data to the general population. (From Pfizer, Package Insert and Fort Dodge, Package Insert) 
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Tie-Dependent Drugs (T > MIC 50%) Current Dosing Calculated Dosing 

MICBDC Interval Dose C,, Half-life Half-lives Interval 
Drug Organism (pg/mL) Route (hr) (mdkg)  (Clg/mL) (hr) T>MIC (hr) 
Amoxi-dav S f .  pseud 5 0.5 PO 12 12.5 5.5 1 3.46 3.46 

St. aureus 4 0.46 0.46 

E. coli 32 NR NR --- - - . .-- . . .. 
Cephalexin St. pseud 2 PO 12 22 20 1.3 3.32 4.32 

St. ourew 8 1.32 1.72 

E. coli 32 0.32 0.42 

Cefovecin St. pseud 0.25 SC 168 8 4.2 133 4.07 541.48 

St. aureus 2 (unbound) 1.07 142.39 

E. coli 1 2.07 275.42 

Cefpodoxime St. pseud 0.5 PO 24 5 8.2 5.6 4.04 22.60 

St. nureus N A NA 
E. coli 0.5 4.04 22.60 

Meropenem St. pseud NA SC 12 20 26 0.75 , NA 

St. aureru 0.25 6.7 5 
E. coli 0.5 8.8 7 
J? aerug 2 3.7 3 

Concentration-Dependent Drugs (Cmax/MIC >LO-12) Current Dosing 

MICno Interval Dose Cmsw ...- 
Drug Organism @g/ml) Route (hr) (ms/kd @g/ml) C,,/MIC 
Enroflowcin Sf. vseud 0.25 PO 24 7.n 7 1 711 

St. aureus 64 (plus cipro) 0.1 1 

E. d i  64 n 1 1  

I? aerug 0.5 14 
Marbofloxacin St.  pseud 1 PO 24 5.5 4.2 4.20 

St. aureus 64 0.07 
E coli 64 0.07 

I! aerug 0.5 8.40 

Orb'ffloxacin St. pseud 2 PO 24 2.5 2.3 1-15 

St, aureus 64 0.04 

E. coli 64 0.04 

Ei aerug 16 0.14 
Ciprofloxadn St. pseud 0.125 PO 24 20 2.8 22 

SL a u r a  0.25 1 1  
- - 

E. wli 64 0.64 
Ei aerug 2 L.40 

Gentamkin St. pseud IM 24 3 27 NR 
St. aureus 1 27 

E. coli (7) 2 13.50 

P aerug 4 6.8 
Ami kacin St. pseud SC 24 10 14 NR 

St. aureus NR 
E. wli 8 1.75 

P aerug g 1.75 

M, No1 amllahle; NR, mt reached at Clled doslng regimen. 



in the last several decades (only since then have MIC become 
standard testing procedures), it is likely that some of the data 
were collected by the drug manufacturer during the approval 
process. However, both PK and PD data may be drawn from 
peer-reviewed literature or other sources, particularly for 
drugs not approved for use in the target species, or for drugs 
whose susceptibility thresholds are being re-evaluated by 
CLSI. ... 

Three criteria must be met for CLSI to establish an MICnp 
for each drug. The primary and initial consideration is the 
population distributions, with a focus on both the statistics 
as well as the type (i-e., modal or bimodal; see Figure 6-10). 
Obvious patterns of low versus high MICs can be used to 
identify susceptible "cutoffs" or breakpoints. Statistics will 
be compared among different strains of the same species 
being tested. Note that some organisms may be much more 
susceptible to the drug of interest-that is, they have MICSo 
and MICgO that are much lower compared with other organ- 
isms (e.g., parteurella and pseudomanas). However, CLSI 
generally provides oniy one set of criteria for a11 susceptible 
isolates. 

The second consideration upon which criteria are based 
is, the clinical pharmacology of the drug, ideally in the target 
species. Among the more important PK parameters evaluated 
by CLSI are the peak and trough plasma drug concentrations 
(C,, and C ~ , ) ,  area under the curve (AUC) for a 24-hour 
dosing period, and the drug elimination half-life (see later 
discussion of PD indices) (Figure 6-12).4L,45-51 Volume of dis- 
tribution; protein binding; and, when available, tissue (includ- 
ing urine) concentrations are also considered Presumably, the 
MIC of an isolate considered susceptible should be below the 
peak plasma or tissue drug concentrations or C,, of a given 
drug when administered at a recommended dose. Indeed, 
selected resistant breakpoints correlate with C,,, as is dern- 
onstrated for amikacin when administered to dogs at 22 rng/ 
kg. The C,, of65 pglmL (see Chapter 7) is similar to the resis- 
tant breakpoint for amikacin. However, for some breakpoints, 
the correlation does not exist, as is exemplified by amoxicil- 
Linldavulanic. The C,,,, of the labeled dose of 13.5 mg/kg, 
administered orally, will generate a C, of approximately 
4 to 6 &mL of amoxkillin in dogs, yet the resistant break- 
point for nonstaphylococcal organisms has been 232 pglmL, 
well beyond the concentrations that can be achieved in plasma 
at any reasonable dose. (In response to this disparity, CLSI 
has recently re-examined and readjusted the breakpoint for 
amoxiciUin-clavulanic acid as is discussed below; see Table 
6-2).Another limitation of setting breakpoints based on peak 
plasma drug concentrations is their lack of preckion: break- 
points are Limited to concentrations used for susceptibility 
testing and thus will be reported using twofold dilutions. As 
such, a resistant breakpoint concentration may be consider- 
ably higher or lower than the actual concentration achieved 
at the recommended dose. As such, the actual MIC reported 
for an infecting isolate should be compared to C,, reported 
in a sample population of the target species is an idea1 default 
when selecting drugs (and the dosing regimen; see later 
discussion). The original veterinary fluoroquinolones were 
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Figure 6-12 Pharmacodynamic indices (PDI) resulting from 
integration of pharmacokinetic (PK) data (from sample popu- 
lation of target or closely related sumgate species), repre- 
sented here by C,,, (pg/mL; target of 10 to 12) or area under 
the curve (AUC) (pg*hr/ml; target of 1 00-1 25), and microbial or 
pharmacodynamic (PD) data, represented here by minimum 
inhibitory concentration (MIC). Note that the PDI are based 
on (Mouton 2005 47 and Amsterdam 200547). Note that activ- 
ity should be based on free (unbound) drug. The pertinent PK 
parameters for this hypothetical drug and infecting microbe 
would beasfollows: C,,of 75 pg/mL, half-lifeof approximately 
2 hours and AUC of 159 pg'hr/mL The PD parameter, or 
MIC of the infecting organism, is 2 pglmL. The PDI for this 
drug and microbe combination would be as foliows: C,,/ 
MIC = 37.5 (surpasses target for a concentration-dependent 
drug); AUClMlC = 80 (insufficient for a gram-negative organ- 
ism if a fluorinated quinolone but potentially sufficient for a 
gram-positive organism); and T > MIC = 8 hours, which would 
allow a 12, 16, or 24- (32 hr is not a reasonable interval) hour 
dosing interval for a time-dependent drug if the target T > 
MIC were 75%, 50%, or 25%, respectively. The AUlC (area 
under the inhibitory curve) is the integrated area of the curve 
above the MIC. Although somewhat similar to AUC/MIC, 
its use among investigators has caused confusion, leading 
experts in the field to focus on AUClMlC as the area-based 
PDI of choice. 

approved with "flexible labelsn (multiple doses); for those 
drugs, the susceptible and resistant breakpoints reflect the 
C,, resulting from the lowest and highest labeled doses of 
the drug. 

The third criteria that must be met as CLSI determines 
thresholds of susceptibility is one of clinical relevance. The 
MICBP must be clinically relevant-that is, the microorgan- 
isms d e h e d  as susceptible should respond chically to the 
drug, and in vitro data must correlate adequately with in vivo 
f1ndings.~6,5~ The MICBP values established by CLSI for each 
drug are generally not included in the susceptibility reports. 
However, having this information would be helpful because 
the MIC of the infecting organism might then be com- 
pared with the MICBp of the drug, allowing an assessment 
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of "level" of susceptibility of the isolate to the drug of inter- 
est (discussed in more detail later). Breakpoints set by CLSI 
are based on isolates coUected from across the country and 
accordingly are relevant for any clinical microbiology labora- 
tory that uses CLSI protocols. As such, CLSI breakpoints gen- 
erally can be obtained by any microbiology laboratory that 
uses CLSI criteria for its testing procedures (the preferred 
choice). Interpretive standards generally aIso are delineated 
on package inserts (including sources such as Physichns' 
Desk Reference for human-marketed drugs or similar veteri- 
nary compendiums). 

Ln order to simpIlfy the use of interpretive criteria, when 
possible, CLSI breakpoints are generally inclusive to organ- 
isms whose spectrum is included in the drug, regardless of 
the site of infection. However, notable exceptions occur for 
both organisms and tissues. Organism exceptions generally 
are those either very susceptible to the drug or for organisms 
that easily develop in vivo resistance. For example, lower or 
more stringent penicillin breakpoints have been promulgated 
for Staphylococcus spp. because their beta-lactamases are par- 
ticularly destructive toward penicillins compared to cephalo- 
sporins. Because destructive activity decreases the amount of 
drug at the site, a second set of lower breakpoints are provided. 
A higher breakpoint has been established for other suscepti- 
ble isolates (e-g., gram-negative organisms; see TabIe 6-2). In 
contrast to Staphylococcus, l? aeruginosa is particularly sus- 
ceptible to ticarcillin; accordingly, while another coliform is 
considered resistant if it is inhibited at 16 pg/mL f! aer~iginosa 
is still considered susceptible even if, in vitro, it grows in the 
presence of 64 pg/mL (see Table 6-2). Another consideration 
regarding inclusivity is the generation of tissue specific break- 
points. Interpretive criteria are based on plasma drug con- 
centrations. However, renally excreted drugs achieve much 
higher concentrations in urine compared to plasma. New 
interpretive criteria for ampicillin and amoxicilli-clavulanic 
acid includes a separate breakpoint that is tissue dependent: a 
higher breakpoint (58 &mL) has beenset for E. coli-associated 
urinary tract infections, compared to much lower break- 
points for other tissues. However, caution is recommended 
when selecting a drug for treatment of a UTI when the "S" 
designation for a urinary isolate is based on breakpoints 
that differ from plasma (see Chapter 8) as it assumes, among 
other considerations, that infection occurs only in the blad- 
der, that urine is concentrated by the patient, and the dura- 
tion of exposure hlfills the needs of a time-dependent drug 
(see later discussion). Just as resistance can be detected in 
an infecting organism collected from a patient, across time, 
statistics may also indicate resistance (i.e., the MIC and MIC 
statistics [mode, median, MIC5,,, and MICPpJ). Because CLSI 
reviews new data intermittently, their criteria for interpre- 
rive standards should result in new MICBP, and laboratories 
will implement these changes. The sequelae of increasing MICs 
in certain populations should result in an increasing number 
of isolates designated as "R" for drugs to which the organisms 
traditionally have been considered susceptible. An example is 
arnoxicillln-clavulanic acid, whose susceptible breakpoint was 
recently decreased by CLSI (see Table 6-2). 

integration of Pharmacokinetics and 
Pharmacodynamics: How Much is Needed 
Versus How Much is Achieved? 
The information provided on the C&S report can be used 
effectively beyond the simple identification of *Sn drugs. The 
MIC is an indicator of what is needed to target the organism 
and thus provides the PD information for the infecting isolate. 
Often, an organism will be designated as susceptible to several 
drugs. One advantage to the broth dilution method compared 
with the disk diffusion method df C&S is the ability of the 

former to rank the drugs according to relative efficacy based 
on MIC. However, the relative efficacy of antimicrobials des- 
ignated as "S" against a specific pafhogen should not be deter- 
mined by directly comparing MICs among different drugs, 
even drugs in the same class. The MIC varies among the drugs 
for a number of reasons beyond susceptibility. These include, 
but are not limited to, differences in molecular weight (one 
drug is simply heavier than another), the ability of the drug to 
penetrate the organism, the number of molecules necessary 
to "neutralize" the target and differences in the mechanisms 
of action. Further, each drug achieves different concentra- 
tions in the patient as a result of differences in disposition. 
Thus antimicrobials differ in potency and MIC.47 Rather than 
direct comparison to an isolate MIC for one drug to an MIC 
for another drug, one should also consider the concentration 
of drug that will be achieved in the patient when the drug is 
administered at the recommended dose (i.e., what is achieved; 
C,,). A less than ideal method of standardizing MIC is to 
compare how far the MIC of the drug of interest is from the 
resistant breakpoint (i.e., ratio of resistant MIC breakpoint of 
the drug to MIC of the organism). This is less ideal, as was 
previously discussed because the resistant breakpoint does 
not always equate with the C,, 

The limitations in using MIC breakpoint as an indicator of 
what will be achieved in the patient reflect the serial concen- 
tration used for susceptibility testing. Ifa drug achieves a C,, 
of 24 @mL at the recommended dose, this concentration 
falls between 16 and 32 pg/mL serial dilutions. A susceptible 
breakpoint of 16 CLglrnL might underestimate while a resistant 
breakpoint of 32 pg/niL wodd over overestimate what will 
be achieved at the recommended dose. Thus, a more relevant 
choice among the susceptible drugs might be based on corn- 
paring what is needed to what is achieved-in plasma (e.g., 
the C,d when the drug is administered at the recommended 
dose. The ratio of to ME,  however, requires that PK 
information be available for the drug of interest, ideally in the 
species of interest. This information often is available on pack- 
age inserts for animal-approved drugs but must be collected 
from the literature for other drugs (see Chapter 7). The United 
States Pharmacopiea antimicrobial monographs published 



by the Journal of Veterinary Pharmacology and Therapeutics 
(2007) offers a compilation of PK information for a variety of 
antimjcrobials and animal species. The integration of PD and 
PK is the first step in selecting a drug. However, this step is 
preliminary in that it does not take into account other factors 
that affect tissue concentrations, including host and microbial 
factors. 

The relationship between the MIC of the infecting organism 
(what is needed) and the C,, also should be used as a basis for 
designing a dosing The closer the MIC (or MI(&) 
to the &, (or the MICBP), the higher the dose and for time- 
dependent drugs, the shorter the interval that is indicated. For 
a more specific design of a dose, the MIC can serve as the tar- 
geted drug concentration (see Enhancing Antimicrobial Effi- 
cacy). I€ MIC data is not available from the isolate collected in 
the patient, population PD [MIC,] data might be used as a sur- 
rogate PD indicator of how much is needed; (see Figure 6- I 1). 

Caveats to Culture and Susceptibiiity 
Interpretation 
Despite the usefulness of C&S testing, the information none- 
theless reflects in vitro testing that must be applied to in vivo 
situations.40." Results can be misleading or misinterpreted, 
despite ideal sampling and C&S techniques. Some of the pit- 
falls reflect the limitations presented by practicalities in testing 
(e.g., economics, technology), whereas others reflect limita- 
tions of applying in vitro data to an in vivo system. Examples 
include the following: 

The limitations presented in the number of drugs and range 
of concentrations tested were previously addressed. The 
hazards of interpreting an "S" designation without know- 
ing how close the MIC is to the susceptible breakpoint may 
facilitate emerging resistance for those isolates whose MICs 
are approaching the breakpoint of the drug or the C,, 
of the drug given at the recommended dose. For exam- 
ple, an isolate whose MIC for enrofloxacin is 0.5 ClglmL 
is likely to already have undergone the first step toward 
resistance, compared to an isolate whose MIC is 0.06 pglmL. 

CLSI does not provide interpretive standards for all drugs; 
as such, these drugs do not appear on C&S testing, and 
MEBP are not available. This may be a decision on the 
part of the manufacturer of the drug not to pursue CLSI 
validation, the lack of adequate data for CLSI to deter- 
mine criteria, or failure of the data to correlate with patient 
response. For such drugs population PD and PK data as 
reported in the literature, for example, may be the only rea- 
sonable approach to assess antimicrobial efficacy (see later 
discussion). 
For some drug classes, CLSI has established criteria for a 
model drug that serves to reflect patterns of susceptibility 

CHAPTER 6 Principles of Antimicrobial Therapy 

for other members in the same dass. In some instances 
cross-susceptibility and resistance justify this approach 
(e.g., fluorinated quinolones might represent all veteri- 
nary fluorinated quinolones, ampicillii accurately predicts 
arnoxicillin, and sdhethoxazole/trimethoprim appears 
to predict other potentiated sulfonamides). However, 
exceptions to the relevance of model drugs to other mem- 
bers in the dass occur. For example, ampicillin-sulbactam 
serves as a model for amoxiciIlin-clavulanic acid, but sev- 
eral diagnostic microbiologists find the latter to overesti- 
mate the efficacy of the latter. Generally, CLSI has indicated 
the exceptions in its interpretive guidelines (many are sum- 
marized in Table 6-2), and the veterinary diagnostic labo- 
ratory should indicate these exceptions in the C&S report. 
For example, cephalothin (which is no longer available) 
represents first-generation cephalosporins, yet cefazolin 
generally is less effective against S. aureus and more effec- 
tive against B. coli. The spectrum of third- and fourth-gen- 
eration cephalosporins is markedly disparate, and thus the 
class cannot be well represented by a model drug. Among 
the newer aminoglycosides, gentahkin is generally mare 
effective than tobramycin against SerraHa spp. and more 
effective than amikacin against Staphylococcus, whereas 
tobramycin and amikacin are more effective than gentarni- 
cin against I! aenrginosa. 
Li ta t ions  in extrapolations of susceptibility data are not 
restricted to spectrum but also may reflect a mismatch 
between in vitro and in vivo response. For example, despite 
in vitro evidence of susceptibility, aminoglycosides should 
not be used to treat Enterococcus spp. or as sole agent to 
treat Staphylococcus spp. Potentiated sulfonarnides are 
not considered by CL? to be clinically effective toward 
enterococci, despite in vitro susceptibility. However, recent 
reports in the literature challenge this assessment, support- 
ing the importance of continued surveillance of the data 
by CLSI. Generally, laboratories will not test drugs against 
organisms for which clinical efficacy has not been dernon- 
strated (see Figure 6-8). 'ihis is most obviously exemplified 
by gram-negative versus gram-positive susceptibility pan- 
eb, with the drugs tested against the isolate being grouped 
according to anticipated efficacy for the type of organ- 
ism (e.g., gram-negative isolates will not be tested against 
dindamycin or erythromycin, gram-positive isolates gen- 
erally are not be tested against ticarcillin, which was devel- 
oped for gram-negative infections; anaerobes will not be 
tested against aminoglycosides; methicillin-resistant Staph- 
ylococcus should not be tested against any beta-lactam, 
and Pseuodmonas generally is not tested against a vari- 
ety of drugs to which it is consistently resistant). A more 
recently recognized limitation of susceptibility testing is 
detection of acquired resistance that is rapidly induced 
by the presence of the h g .  lhii might be best exempli- 
fied by gram-negative organisms that produce extended- 
spectrum beta-lactamases (ESBLs). 'These enzymes destroy 
seiected third- and fourth-generation cephalosporins but 
are induced at the site of infection by the presence of the 

Therefore ESBLs generally are not expressed by the 
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isolate culture in vitro. Their detection may require addi- 
tional testing of the isolate in the presence of cefpodoxime 
and ceftazidime alone or in combination with clavulanic 
acid, which is not susceptible to ESBL. A fourfold or greater 
reduction in cephalosporin MIC when it is combined with 
clavulanic acid versus when present as the sole drug has 
been interpreted as indicative of the presence of ESBL. 
At the time of publication, the criteria and need for spe- 
cial testing of ESBL was under scrutiny. Newer ESBLS are 
constantly emerging as resistance evolves. For example, an 
ESBL produced by K pneumoniae, which targets carbapen- 
ems, was recently identified, thus highlighting the need for 
rapid incorporation of appropriate testing procedures into 
microbiology testing labs.53 

5. For any C&S method, generally only the parent drug is 
included in the interpretive standards, yet an active metab- 
olite may contribute markedly to activity. For some drugs 
(e.g., ceftiofur), interpretive criteria include the metabolite, 
but for others, activity of the metabolite is not addressed. 
For example, most animals metabolize enrofloxacin to its 
de-ethylated metabolite, ciprofloxacin. Because the drugs 
act in an additive fashion, up to 40% to 50% of the C,, 
or area under the plasma bioactivity curve for enrofloxacin 
may be represented by ciprofloxacin, as has been demon- 
strated in dogs (see Chapter 7).54 Consequently, efficacy 
of enrofloxacin may be underestimated by C&S methods, 
particularly because ciprofloxacin tends to be more potent 
than enrofloxacin toward gram-negative coliiorms. PK of 
antimicrobial drugs characterized by activity of both par- 
ent and metabolite must be based on either bioassays, or 
analytic techniques that include the activity contributed by 
metabolites 

6. As organisms are exposed to microbes, MICs increase 
across time. CLSI reevaluates and adjusts interpretive cri- 
teria to address these changes when possible. However, 
new criteria depend on the generation of new data. Cur- 
rent antimicrobial resistance surveillance systems focus 
on human medicine and thus largely address food animals 
(e-g., National Antimicrobial Resistance Monitoring Sys- 
tem). Thus the lack of new data needed by CLSI to pro- 
muIgate new guidelines may prevent timely reassessment. 
Clearly, a coordinated surveillance system for monitoring 
antimicrobial resistance of companion animal pathogens 
is needed, Additionally, the relevance of population PD 
data provided on labels and through scientific literature 
will decline with the passage of time, and caution might 
be taken when basing the use of a drug on population data 
that are more than a decade old. 

7. Ideally, as MICs change, drug dosing regimens also should 
change. However, modification of dosing regimens cited 
on labels of approved drugs requires reapproval by the 
FDA, and manufacturers are not likely to pursue modi- 
fication because of the cost associated with reapproval. 
Data necessary for dose modification may not be available 
for CLSI review. Thus modification of dosing regimens is 
Me1y to depend not only on generation of PD data but 
also on PK data by independent sponsors. Without CLSI 

direction, manufacturers of commercial antibiogram 
materials are unlikely to adjust the range of concentra- 
tions. Laboratories and manufacturers of C&S materials 
also have been slow to incorporate the new standards into 
their interpretations. 

8. Ideally, both PK and PD data on which CLSI bases MICBp 
should be collected from and promulgated for the target 
species to be treated. However, much of this data simply 
does not exist for the target species. For drugs approved 
for use in animals, assuming the manufacturer suppried 
the data, CLSl interpretive standards often do exist and are 
published separately38 from those established for human 
medicine.jq However, some of these standards published 
in veterinary interpretive criteria are actually human stan- 
dards that CLSr has deemed relevant to animaIs (see Table 
6-2). For other human drugs, human interpretive standards 
are used but have not been evaluated for relevancy in ani- 
mals. Although the standards may be equivalent among 
species for some drugs, for others, PK data and possibly 
PD data may be substantially different among species. Data 
should be interpreted cautiously for such drugs. Drugs 
that are water soluble (Vd 5 0.3 Llkg) may be most appli- 
cable among species (see Chapter I), whereas added cau- 
tion is indicated for lipid-soluble .drugs (Vd 2 0.6 Ltkg). 
Amikacin oEers an example of a water-soluble drug for 
which interpretive standards might be similar between ani- 
mals and hurnans. Ciprofloxacin offers an example of the 
need for caution. Although oral bioavailabiity of ciproflox- 
acin is 80% to 100% in humans, oral bioavailability aver- 
ages 40% to 60% in dogs (information courtesy of Bayer 
Animal Health) and is 0% to 20% in cats (see Chapter 7). 
Accordingly, C,, will be about 40% to 60% lower at equiv- 
alent doses in dogs. Drugs with variable (particdarly low) 
oral bioavailability, a large Vd (2 0.6 Lkg), and clearance 
by the h e r  are less likely to behave similarly among spe- 
cies than are drugs characterized by dose to 100% oral bio- 
availabiity, a Vd indicative of extracellular distribution and 
renal clearance. As such, greater caution should be taken 
when extrapolating human interpretive criteria to animals 
for lipid-soluble versus water-soluble drugs. 

9. The greatest caveat to the use of C&S data as a basis for 
drug selection and design of the dosing regimen is the dis- 
parity between the controlled environment of the in vitm 
test system and the dynamic in vivo environment of the 
host Once the list of susceptible drugs has been narrowed 
down, host, drug, and microbial factors must be considered 
when making the final selection, as weil as the design of the 
dose. 

The conditions of C&S testing cannot mimic conditions of 
in vivo drug behavior. Most notably, drug concentrations in 
the host are not static, as occurs in the in vim system, but 
are dynamic, with duration of exposure dependent on elim- 
ination half-life. The importance of the PK of the drug wil l  
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be addressed with discussion of concentration- and time- 
dependent drugs. In addition to the static exposure to drugs, 
in vitro systems currently do not take into account binding 
of drug to circulating proteins (e-g., doxycycline, cefovecin). 
Because only unbound drug is free to enter the microbe, 
and protein is not present in culture media, MICs generated 
from C&S should be compared with unbound, not total C,,. 
Finally;'%he in vitro system cannot take into account a vari- 
ety of host (e.g., immunoglobulins, cytokines, secretory pro- 
teins, etc) or microbial (e.g., biofrlrn or other virulence factors) 
activjties oriented toward defense. 

Bactericidal Versus Bacteriostatic 
Antimicrobials 
The MIC is a drug concentration that inhibits but does not 
necessarily kill the target microbe. The MIC is a reasonable 
clinical outcome target because the success of antimicrobial 
therapy usually depends on host defenses that sequester and 
ultimately kill the microbial population after its inhibition by 
the drug. Antibacterials are frequently classified according 
to their ability to kill (bactericidal) rather than inhibit (bac- 
teriostatic) microbial growth. Whereas bacteriostatic activ- 
ity is indicated by the ME, bactericidal activity of a drug is 
indicated by its minimum bactericidal concentration (MBC). 
However, this classification is based on in vitro methods. The 
MBC can be determined in several ways. For example, those 
tests tubes in which no visible sign of growth was observed fol- 
lowing the broth dilution procedures can be reinoculated on 
nutrient-rich agar plates (see Figure 6-5). Those test tubes that 
yield no growth contained concentrations that killed, rather 
than inhibited, the microbe. Thus the test tube with the low- 
est concentration that yielded no growth contained the MBC 
of the drug. All antimicrobial drugs are characterized by an 
MBC; however, those drugs whose MBC approximates the 
MIC (e.g., within one broth dilution) might also be consid- 
ered bactericidal. The MBC is most appropriately determined 
based on killing curves, which measure the number of sur- 
viving bacteria after exposure to fixed concentrations of drug; 
the concentrations are based on those achieved in serum at 
defined time For organisms noted as *S" to bac- 
teridid drugs, achieving sufficient drug at the site to kiIl, 
rather than simply inhibit, the infecting pathogen is possible. 
For bacteriostatic drugs achieving the concentration neces- 
sary to kill the organisms without causing harm to the patient 
is much more difficult.*"1 Exceptions might occur for drugs 
that are accumulated (in an unbound state) at the site of infec- 
tion (e.g., urine or phagocytic white blood cells); in selected 
instances bactericidal concentrations of a bacteriostatic drug 
can be achieved 

Categorization of static versus cidal activity of a drug can 
be associated with its mechanism ofaction (Table 6-5). In gen- 
eral, drugs that target cell walls (beta-lactams, glycopeptides), 

Target Drug or Class Drug 
Bacteriostatic Ribosomes 

Tetracyliies 
Phenicols 
Macrolides* 

-i 
p~ 

Lincosamides* 
Metabolic 

vathwav 

I I I Penicillins 
I Cephalosporins 

I I Vancomvcin 1 
Cell 

membrane 
Polymyxin 
Colistin 

DNA 
Fluorinated 

auinolones 
Metronidazole 

Ribosomes 
Aminoglyco- 

sides 
Macrolides* 
Lincosamides' 

RNA 

Trimethoprim- 
sulfonamides 

Ormetoprim- 
sulfonamides 

- -- 

'~ccurnulatlon In whlte blood cells may allowachlevement i f  bacterlcldal mncentratlons. 

cell membranes (polpixin B, colistin), or DNA (fluorinated 
quinolones) tend to act bactericidal in vitro. Ribosomal inhib- 
itors that target more than one subunit (i.e., 30s and 50s; or 
70s) also tend to be bactericidal. In contrast, drugs that target 
a single ribosomal subunit (tetracyd'ies, rnacrolides, limos- 
arnides) or metabolic pathway (subnamides] tend to act bac- 
teriostatic. Combinations of two bacteristatic antimicrobials 
that act in an additive or synergistic fashion may also result 
in bactericidal effects (e-g., a sulfonamide combined with a 
potentiating dipyrhidine). However, the distinction between 
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bactericidal and bacteriostatic effects of a drug depends on 
the concentration; a bactericidal drug can be rendered non- 
bactericidal if concentrations sufficient to kill the organism 
are not reached at the site of infection the site of infection, 
or under conditions that slow the growth of the target organ- 
ism (e.g., hypoxic environment or if used in combination with 
drugs that antagonize bactericidal actions). In such instances, 
the bactericidal drug will act in a bacteriostatic fashion. On 
the otheihand, drugs classified as bacteriostatic may act bac- 
tericidal if high enough concentrations can be achieved, as 
might occur if the drug is accumulated in an unbound form 
(e.g., WBC or other tissues). 

Because host defenses must be effective to kill those organ- 
isms whose growth is merely inhibited, achieving bactericidal 
concentrations of an antimicrobial drug are paramount to 
therapeutic success in immunocompromised hosts (e.g., viral 
infections, granulopoietic patients, use of irnmunohibiting 
drugs) or immunocompromised sites (septicemia, meningitis, 
valvular endocarditis, and osteomyelitis),23~*6 

integration of Pharmacokinetics and 
Pharmacodyamics: Pharrnacodynarnic Indices 
Although the MIC of a (presumed) infecting organism offers a 
target concentration for antimicrobial therapy, simply achiev- 
ing the MIC of the organism in pIasma may not be sufficient 
to ensure efficacy. Among the relationships that affect efficacy 
is the PK/PD relationship-that is, the dynamic reiation- 
ship between the drug concentration to wkich the organ- 
ism is exposed throughout the dosing interval (PK) and the 
response of the infecting organism to the drug, as estimated, 
for example, by the MIC (PD).55-57 This relationship is affected 
by many host and microbial factors. Definitions of terms used 
to describe the integration of PK and PD (PD indices or PDI) 
are varied, depending on the author. For the purposes of this 
text, definitions will be drawn from Mouton."' It is important 
to note that many of the terms are based on parameters deter- 
mined through in vitro testing. Therefore host and microbial 
factors still need to be considered. Further, most PDI are based 
an a 24-hr-dosing interval, thus modifications in dosing regi- 
mens should be based on a 24-hr period (Figure 6-12), The 
relevance of PDI to drugs with half-lives longer than 24 hr 
(e.g., azithromycin, cefovecin) is not clear. 

Pastantibiotic Exposure 
Antimicrobials may continue to exert an effect even though 
the drug is no longer present at concentrations that exceed the 
MIC. The term postantibiotic exposure has been promoted to 
refer to the combined definitions that have emerged experi- 
mentally. Among the terms is the postantibiotic eflect (PAE), 
which has both an in vitro and an in vivo definition." The PAE 
is exhibited by drugs, and is defined in vitro as the period of 
suppression of bacterial growth after a short exposure of the 
organism to the antimi~robial.~~ The PAE for a drug, is deter- 
mined in vitro by exposing a standard inoculum to it, remov- 
ing the drug and determining the time that elapses (in hours) 
before the culture CFUs increase by tenfold In vivo, the PAE 
is the time it takes for the number of CFUs to 'increase tenfold 

in treated animals after concentrations drop below the MIC 
at the tissue site4' Clinically, the PAE indicates the ability of 
a drug to inhibit bacterial growth after the drug is no longer 
present or is below the M1C of the infecting I As such, it also takes into account an effect a drug might have . 
at subinhibitory concentrations. The impact of the PAE ' 

on antimicrobial efficacy can be profound, particularly for 
concentration-dependent drugs. It is the PAE that allows 
some drugs to be administered at long intervals despite short 
half-live~.~'~~*. 52*s9~61.62 The PAE may be absent for some 
organisms or some patients (e.g., some immunocompromised 
patients).49 The duration of PAEs varies with each drug and 
each organism and the relationship between PDC and MIC 
(Table 6-6)P3 In general, concentration-dependent drugs 
appear to exhibit longer PAEs, with the duration of the PAE 
being proportional to the magnitude of the peak PDC (i.e., 
longer with higher PDC)." However, for each drug, and 
within drug classes, the PAE is markedly variable, depending 
on the organism.65 Whereas beta-lactams exhibit a substan- 
tial PAX toward selected streptococ+ (i.e., thus making treat- 
ment less time dependent for streptococci), their PAE toward 
gram-negative organisms is Applying information 
regarding the PAE to clinical patients is complicated by vari- 
able results (reflecting marked variability in methods) among 
investigators. The RAE is enhanced by combination antimicro- 
bial t l ~ e r a p y . ~ ~ - ~ ~  The duration of the PAX should be included 
in estimates of doses or dosing intends. Some antimicrobials 
also have been associated with a postantibiotic sub-MIC effect 
(PASE) that may further prolong the dosing iaterval*.''; fur- 
ther, a postantibiotic leukocyte enhancement efFect (PALE) has 
been described for some antimicrobials. These are incorpo- 
rated in in vivo estimates of PAE. However, clinical relevance 
of measurements of PAE, PASE, and PALE based on in vim 
observations is not cIea~~6.72 These studies do point out the 
reasons that some antimicrobials are effective at long intervals 
and indicate the need for a better understanding of the rela- 
tionship of PDC, MC, and PAE in the clinical patient 

Time- Versus ConcenWtion-Dependent Drugs 
The relationship among efficacy, M E ,  and the magnitude 
and time course of PDC can be categorized, in vitro, as 
either concentration-dependent (sometimes referred to as 
dose-dependent) or time-dependent (sometimes referred to 
as concentration-independent) (see Figure 6-13; and Table 
6-4).41 A third classification has emerged with characteristics 
from each of these classes. (e-g., as shown by f7 uoroquinolones). 
Although studies that categorize drugs are largely in vitro, the 
categorizations generally are supported by in vivo studies that 
include animal modeb and human cIinical trials.57 Concen- 
tration-dependent drugs, best represented by the.fluoroquino- 
Jones and aminoglycosides, are characterized by efficacy that 
is best predicted by the magnitude of PDC (C& compared to 
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Organism Drug PAWhr Concentration Dependent" Time Dependent 
Bacillus anthmcist Fh~~roquinolones 4-5 AminogIycosides Beta-lactams 

Macrolides 1-2 Fluoroquinolones Glycopeptides 
Beta-lactams 1-2 Meironidazole Macrolides* 

- 
Vancomycin 1-2 Azithromycin Linezolide* 

Rifampin 4-5 Ketolides Tetracyclines" 

Pseuodmonas aeruginosaS Gentamicin 4-5 -TigecycBne" 
hipenem•˜ Good Clindarnycin' 

Sfaphylococcus aureus* Macrolides 3-4 
hninodvcosides 5-10 

.- - 

Escherichia coIi$ Ciprofloxacin 1-2 
Amikacin 1-2 - 
Beta-lactams 0.5 

Klebsiella bneurnofliaef Civrofloxacin 1-2 

- 

Gram negative Beta-lactarns5 Minimal 

P a ,  Patantlbiotlc effect. 
'PAE dependlng on organism; efficacy enhanced by hlgher concenlralion 
f AUlamna 2004 * 
4Wang 2001a 
•˜OtReIlly 2005m 
%U[OWS once-daily dosing despite short drug half-lives for amlnopenicillin 

theMICoftZleinfectingorganism(seeFigures6- 11 t06-13)'~-" 
For such drugs the magnitude of C,,/MIC (or C,,/MIC90) 
generally should be 10 to 12; for more ~Wcult  infections (e.g., 
•’? amuginosa, or infections caused by multiple organisms), 
the higher index shouId be targeted" The time that PDC is 
above rhe MIC-that is, the duration of exposure, (T > MIC 
or T 3 MIGO)-is not as important as is the C,,,,/MIC; in 
fact, efficacy may be enhanced (e.g., for the aminoglycosides) 
by.a drug-fiee period (i.e., a tong interval between doses; see 
Figure 6-13).613J480-82 This may reflect, in part, the phe- 
nomenon of adaptive resistance.s3 Adaptive resistance refers 
to a reversible refractoriness to the bactericidal effects of an 
antibacterial agent. This phenomenon has been documented 
particularly for gram-negative organisms and the aminoglyco- 
sides, but it appears to occur with the quinolones as well. The 
resistance appears to reflect a protective phenotypic alteration 
in the bacteria, such as reversible downregulation of amino- 
glymside active transport. Adaptive resistance occurs rap- 
idly (within 1 to 2 hours) of antimicrobial therapy; duration 
reflects the elimination half-life of the drug. In humans adap- 
tive resistance to aminoglycosides may last for up to 66 hours 
after a single dose of aminogiycoside, with partial return of 
bacterial susceptibility at  24 hours and complete recovery at 
approximately 40 hours.83 

For concentration-dependent drugs, a dose that is too 
low is particularly detrimental+ In a mouse model of E. coli 
peritonitis, the antibacterial &cacy of ciprofloxacin, but not 

- - - - Time dependent - Concentration dependent 

I 2 3 

Dose 
Figure 6-13 The relationship between plasma (tissue) drug 
concentration, and the  minimum inhibitory concentration 
(MIC) of the organism may determine drug efficacy. The 
efflcacy of concentration-dependent drugs (e.g., aminogly- 
cosides; fluorinated quinolones; and, in some cases, azithro- 
mycln or other azalides) depends an a high C,, to MIC ratio. 
Doses might be Increased to ensure sufficiently high plasma 
drug concentratfons to achieve the target ratio. In contrast, for 
timedependent drugs, such as  beta-lactams, sulfonamides, 
and nonamlnoglymside ribosomal inhibitors, efficacy is maxi- 
mized by ensuring that plasma drug concentration remains 
above the MIC for most (50% to 75%) of the dosing interval. 
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imipenem (or meropenem), was improved by doubling the 
dose. For some concentration-dependent drugs, efficacy may 
be both dose- and time-dependent, with the best predictor of 
efficacy being AUCIMIC. For example, efficacy of fluorinated 
quinolones can be predicted by both a C,,IMTC (target 10 to 
12) or AUCJMIC (target 100 to 125) (see Figure 6-13).41.s4-86 
The AUCIMIC may be particularly predictive for fluoroqui- 
nolones.when treating gram-positive isolates; adding a second 
full dose may be prudent for some infections. Otherwise, con- 
centration-dependent drugs generally can be administered at 
longer intervals (e.g., once a day). 

In contrast to concentration-dependent drugs, efficacy of 
time-dependent drugs (e.g., beta-lactams) i s  best predicted by 
the time that PDC remains above the MIC. For such drugs 
PDC should be 2 to 4 times the MIC of the infecting microbe 
and should be maintained above the MIC {T > MIC) through- 
out a significant portion of the dosing interval (see Figures 
6- 12 and 6- 13). However, the recommended duration of 
T > MIC varies from a low of 25% for carbapenems to 50% to 
70% for extended-spectrum penicillins to potentially 100% for 
penicillin and aminopenicillins (an exception being treatment 
of sh.eptococci).56.57*6'~74.87.88 With time-dependent drugs, 
increasing the dose may be necessary to ensure that PDCs are 
above (ideally severalfold) the M1C.57 Maintaining T > MIC 
may be problematic for drugs with a short half-life unless 
the isolate is extremely susceptible (e.g., most beta-hemolyhc 
streptococci for penicillins). Given that drug concentrations 
decrease by 50% every drug half-life, a C,,IMIC of 2 will 
result in a PDC that will reach the MIC in 1 half-life. The dura- 
tion of the dosing interval then depends on the desired target 
duration (i.e., 25% to 100%) of T > MIC. If T > MZC is loo%, 
then the dosing interval would be 1 half-live. If T > MEC is 
5056, the dosing interval would be 2 half-lives, and if T > MIC 
is 25%, the dosing interval could be as long as 4 half-lives. For 
each additional half-life to be added to the duration that T > 
MIC, concentrations, and thus dose, must be doubled again 
(i.e., quadrupuled ifT > MIC = 2 half-lives, increased eightfold 
i fT > MIC=3 half-lives, and so on). Table 6-4 demonstrates the 
impact of C,,:MIC and half-life on time-dependent drugs. 
Although efficacy of the-dependent drugs requires T > MIC 
for a sufficient time, efficacy might be enhanced by increasing 
the dose for drugs with a sufficiently long half-life, shortening 
the interval for drugs with a short half-life, or both. Constant- 
rate or slow-release products,g0 might be ideal for 
time-dependent drugs with short half-lives. Drugs character- 
ized by longer elimination half-lives might be preferred (e.g., 
c e f o v e ~ i n ~ ~ , ~ ) .  Efficacy also should be enhanced for time- 
dependent drugs that persist to accumulate in the unbound 
state in selected tissues (i-e., macrolides, clindamy~in,~' or 
drugs that accumulate in phagocytes.) The downside to using 
antimicrobial drugs with a very long half-life is that the time 
to steady-state concentrations and thus peak effects might be 
prolonged. Moreover, a "hit hard, get out quick" approach to 
therapy is difficult to implement with such antimicrobials. 

The relationship between PDC, MIC, and w e -  ver- 
sus concentration-dependency might be explained, in part, 
by the mechanism of antimicrobial action. Efficacy of the 

binding to the target (ribosome and topoisomerase or D N ~  
gyrase, respectively); once sufficient binding occurs, protein 
synthesis or DNA activity, respectively, is prevented and does 
not re-initiate. However, beta-lactams substitute as a substrate 
for cell wall synthesis, and, as long as the organism is gowing, 
it is synthesizing cell wall. Thus, the drug needs to be present as 
long as the organism is growing. The glycopeptides (e.g., van- 
comycin), which also target the ceU wall, are also time-depen- 
dent drugs. 

Increasingly, CLSI is using PDI as the basis for determi- 
nation of breakpoint MIC. However, not surprisingly, the 
optimal relationship between PDC and MIC that determines 
efficacy of a drug is not so simple and varies with organisms 
and drugs. The optimal relationship between PDC and MTC 
and the parameter that best predicts antimicrobial efficacy 
(e.g., peak PDC; the ratio of area under the drug concentra- 
tion versus time c m e  to the organism's MIC; duration of 
PDC above MIC) have not been established definitively for 
all  antimicrobial^.^^^^^^^^^^ However, for drugs character- 
ized by inhibition (bacteriostatic drugs), T > MIC may best 
predict efficacy. For some fiuoropuinolones, and particularly 
for gram-positive organisms, efficacy is best predicted by the 
ratio of AUC (which is influenced by both dose and interval) 
to MIC rather than simply the C-IMIC. The optimal AUCI 
MIC also varies with the organism, ranging from as low as 30 
to 40 for S. pneurnoniae and levofloxacin to greater than 350 for 
I? aeruginosa and ciprofloxacin. llhe area under the inhibitory 
curve (AUIC) reflects the integrated AUC above the MIC dur- 
ing the dosing interval. This parameter is similar to but varies 
from AUClMIC in that it is the AUC that is above the MIC 
(in contrast, AUClMIC involves the complete area). The AUIC 
should exceed 125 for fluorinated quinolones to achieve bacte- 
rid killing; an AUIC that exceeds 250 results in rapid killing.57 
Thus for treatment of some infections with concentration- 
dependent drugs, the dosing regimen migbt be designed to 
maximize both the C-IMIC and the AUCMC. Some drugs 
(e.g,, macrolides) are characterized by time-dependency for 
some organisms but concentration-dependency for others. 

Table 6-4 offers examples of PDIs that are achieved using 
current recommended dosing regimens for selected drugs 
and selected PD data from selected pathogens that cause 
infection in dogs. The PD data are based on MICg, obtained 
from package inserts of drugs approved in dogs or literature 
that provided PD data specific for canine pathogens that was 
more recent than package insert data For some drugs PD 
was not available for canine pathogens, so PD from human 
pathogens was used Doses were chosen from Table 7-1 
and generdy reflected the highest dose for which PK w a ~  
available. When possible, nonintravenous routes were chosen 



because C,, from intravenous data may not represent C,, 
following distribution. Table 6-6 is intended to demonstrate 
how PDI might be used to assess a dosing regimen. It is not 
unusual to find that the target C,,/MIC (>lo) often is not 
reached for concent;ation-dependent drugs) or T > MIC (50% 
for most) for time-dependent drugs. One could argue that the 
MIG0 is an unreasonable PD target; indeed, for some iso- 
lates it may'6e. The preferred PD statistic would be the MIC 
from the isolate infecting the patient; it can be substituted in 
this table for the MIGO. Likewise, the 95th lower confidence 
interval is preferred to the mean C,, or half-life for the PK 
component of PDI. For concentration-dependent drugs, 
doses can be increased (whenever safety permits) to achieve 
the target C,,/MIC; for time-dependent drugs, both the dose 
(increase) and interval (shorten) might be modified. Alterna- 
tively, or perhaps in addition to, combination therapy might 
be cansidered. Note that the PDIs are based on plasma drug 
concentrations (PDCs). For some drugs, PDC underestimates 
concentrations in extracellular fluid However, for others, PDC 
frequently overestimates by 25% to 50% or more extracellular 
fluid drug concentrations. Doses may need to be increased 
by 25% to 50% to adjust for this difference. As important as 
PWPD integration is to the design of the dosing regimen, 
its application to the clinical patient will be facilitated by an 
understanding of the microbial and host factors that influence 
response to the drug. 

Amongthe most obvious ways that microbes can affect antimi- 
crobial efficacy is the advent of resistance. However, microbes 
can negatively dec t  antimicrobials through mechanisms 
that do not influence MIC. These effects are not as obvious 
to detect as resistance but nonetheless can profoundly affect 
therapeutic success. 

lnoculum Size 
The larger the bacterial inoculum at the target site, the greater 
the concentration (number of molecules) of antimicro- 
bial necessary to kill the organism. Further, more CFUs are 
more likely to produce' greater amounts of enzymes or other 
materials that can destroy the drug. The "inoculum effect" of 
ESBL resistance describes the increasing MIC of the organ- 
isms toward cephalosporins at a larger (lo7) compared with 
smaller (lo5) inoc~lurn?~ In addition, the larger the inoculum, 
the greater the risk that spontaneous mutation will contribute 
to resistance or vinJence Note that resistance and virulence 
do not necessarily co-exist. In general, emerging resistance 
appears to be associated with decreased rather than increased 
virulence, although increasingly studies are identifying 
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exceptions. For example, community-acquired infections may 
be associated with increased virulence, but less resistance. For 
example, although hospital-acquired infections tend to be 
caused by nonvirulent organisms, community-acquired infec- 
tions reflect virulent organisms that can infect even the overtly 
healthy patient. Concern regarding MRSA reflects, in part, 
its apparent acquisition of virulence factors that have facili- 
tated its transition from a hospital to community-acquired 
infection. 

Virulence Factors 
The degree of pathogenicity of bacteria (virulence) will affect 
antimicrobial efficacy indirectly by facilitating infection. The 
ability of microbes to cause disease reflects the size of the 
inocululrn, the effectiveness of host defense mechanisms, and 
the intrinsic pathogenicity of the microbes resulting from the 
presence of virulence factors. Li biochemical mechanisms 
of resistance, virulence factors generally involve proteins 
encoded by DNA of chromosomal or shared (e-g., plasmids, 
transduction) origin. Contributing to the negative impact of 
virulence factors is host response to-their effects. Virulence 
factors facilitate adhesion to host cell surfaces, colanization 
(e.g., urease of Helicobacter pylori, which protects it from 
gastric acidity), invasion (facilitated by disruption of host 
cell membranes or stimulation of endocytosis), immunosup- 
pression (e.g., antibody-binding proteins), or bacterial toxins 
that cause local, distant, or both (e.g., endotoxin) host dam- 
age. Pathogen attachment to host cells is a crucial. early step 
in mucosal infections and is facilitated in epithelial tissues by 
bacterial adherence. Adherence is a specific two-phase process 
involving bacterial virulence factors called adhesins and com- 
plementary receptors of the host epithelial cells.93.94 Adhesins 
are generally found on the surface of microbes, (eg., bacte- 
rial hbr iae)  and along with other virulence factors facilitat- 
ing infection, may be targets for alternative (to antimicrobial) 
therapy. Species differences exist among the types of receptors 
in the host epithelial cells. The predominant receptor type in 
humans is glycolipid in nature, and its presence varies with 
blood cell types, implying individual variation in susceptibil- 
ity to bacterial adherence in several body systems. Bacterial 
adherence is discussed with regard to specific body systems 
in Chapter 8. 

Another virulence factors that facilitate infection are inva- 
sins. Invasins are enzymes that damage physical barriers pre- 
sented by tissue matrices or cell membranes, facilitating rapid 
bacterial spread Examples include dostridial hyaluronidase, 
which is able to destroy connective tissue, and lecithinases and 
phospholipases of dostridial and gram-positive organisms. 
Bacteria have devdoped siderophores, which are specialized 
virulence factors that mediate the release or scavenging of 
iron critical for microbial virulence. Bacteria also have devel- 
oped specialized transport systems that secrete toxic materials 
into the exhacellular matrix. It is not dear whether the efflux 
proteins that transport toxins are related to those that trans- 
port drugs (see the discussion of resistance). Bacteria also 
facilitate invasion through materials (e.g., proteins, "slime") 
that prevent phagocytosis or, if the microbe is phagocytized, 
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preclude intracellular killing. Examples include lytic enzymes 
of gram-positive cocci or exotoxin A produced by I! aerugi- 
nosa. Toxins include both endotoxins (discussed in depth 
later) and exotoxins. Bacterial exotoxins are among the most 
potent toxins known, acting on either the celI surface (e.g., 
E. coli hemolysins, "superantigens" of S. aureus or Strepto- 
coccus pyogenes); membrane; or, once the membrane is pen- 
etrated;intracellular targets (e.g., AIB toxins). 

Biofilm 
Among the most effective and probably least appreciated 
protective microbial Factors is biofilm. Bacteria exist in either 
a planktonic (free floating) or sessile (attached) state; while 
it i s  the former state that characterizes C&S testing, but it 
is the latter state that enables persistence of the resident 
population, as well as the formation of b i ~ f i l m ? ~ - ~ ~  Biofilm 
is defined as a biopolymer, matrix-enclosed bacterial popula- 
tion in which bacteria adhere either to one another or to a 
surface.95 The outer layer of the biofilm may lose water such 
that it is hardened, thus providing better protection from 
the environment, including exposure to antimicrobials. The 
inner sactum of the biofilm is largely aqueous, composed of 
glycocalyx or slime (e.g., Staphylococcus spp.). In addition 
to passive diffusion, aqueous pores permeate the structure, 
allowing movement of nutrients and metabolic debris. Bio- 
film populations containing normal microflora in the skin 
or mucous membranes (e.g., urinary bladder) are lost with 
shedding of the skin (or bladder) surface or by the excre- 
tion of mucus; new cells and mucus are rapidly colonized by 
biofilm-forming bacteria. Microbes released from the sur- 
face may colonize new surfaces and subsequently produce 
new biofilms and new (e-g., persistent or recurring) infec- 
tions. Bacterial communication during biolilm formation is 
sophisticated, involving quorum-sensing systems that ulti- 
mately may be targets of microbial therapy.96 Biohlm may 
facilitate and protect growth of normal or pathogenic flora 
on foreign surfaces and can facilitate subsequent translo- 
cadon of microbes to otherwise sterile tissues. Persistent, 
chronic bacterial infections may reflect biofilrn-producing 
bacteria; persistent inflammation associated with immune 
complexes contributes to clinical signs. Dental plaque is a 
prototypic example of the impact that biofilm might have 
on preventing antimicrobial perietration. Cystic fibrosis 
associated with Pseudomonas is a disease in which biofilm 
contributes to mortality. Pathogens associated with biofilm 
in veterinary medicine include, but are by no means limited 
to. Acinetobacter, Actinobacillus, KEebsieIla, P aeruginosa, and 
Staphylococcus (aureus and pse~dinterrnedius).~~ Glycocalyx 
may contribute to protective mechanisms of other organisms 
as weU (e.g., sulfur granules and Nocardia; Figure 6-14). Not 
all pathogens associated with biofilm cause infection (e.g., 
urinary catheters). However, because they ultimately may be 

Figure 6-14 An example of combined host and microbial fac- 
tors that negatively impacts therapy, Nocardia causes a 
marked inflammatory response by the host. Additionally, the 
organism causes secmtian of calcium that combines with its 
biofilm, resulting in the formation of "sulfur" granules that pro- 
tect the organisms from drug penetrations. 

the source of infection, clinical resolution may not be pos- 
sible until the biofiim is destroyed. Yet, its nature is d i i cu l t  
to predict based on the planktonic growth of individuds in 
cultures compared to the consortium that occurs in v i ~ o . ~ ~  
Catheters (urinary or intravascular), orthopedic fixation 
devices, and materials used in wound management are exam- 
ples of surfaces on which biofilm might develop. 

Antimicrobial Resistance 
The role of resistance in therapeutic failure of antimicrobials 
is well e ~ t a b l i s h e d ~ ~ 3 ~  The use of antimicrobials increasingly 
is associated with emergence of resistance. For each class of 
antimicrobial drugs approved for use in human medicine, 
resistance generally has emerged within 1 to 2 decades of use. 
Clinically relevant resistance toward sulfonamides, the first 
class of antimicrobials approved in the United States (1930s) 
was documented by the 1940s. Penicillins, tetracyclines, strep- 
tomycin (aminoglycoside), and erythromycin (maaolides) 
were alI approved within a 10-year span, with resistance docu- 
mented within 5 years for methicillin versus approximately 
10 years for streptomycin. Resistance to nalidkic acid, the 
progenitor of fluoroquinolones (approved in 1950), took 3 
decades to emerge, perhaps convincing manufacturers that 
resistance to fluoroquinolones would emerge very slowly. 
However, resistance to norfloxacin, the 6 r t  fluoroquinolone 
approved in the United States, tookless than 3 yews to emerge, 
despite the fact that the lack of plasrnid-mediated resistance 
was among the attributes of this class. Resistance to extended- 
spectrum cephalosporins emerged within 4 years of approval 
and to amoxkillin-davulanic acid, within 5 years. Resistance 
to vancomycin, specifically developed to treat MRSA, emerged 
in its second decade of use. 



Inherent Versus Acquired Resistance 
Antimicrobial resistance might be inherent to the microor- 
ganisms or'cquired, either through chromosomal mutations 
or transfer of genetic informati~n.~~ Generally, spectrums 
of antimicrobials (listed on package inserts and elsewhere) 
reflect inherent resistance patterns rather than acquired resis- 
tance patterns. Examples include limited efficacy of aminogly- 
cosides toward anaerobic organisms because the drugs must 
be actively transported into the cell (oxygen dependent) or the 
resistance of gram-positive organisms, which lack an outer cell 
membrane, to polymyxin B, which targets the same. Acquired 
resistance, on the other hand generally renders a previously 
susceptible organism resistant. As such, it is not necessarily 
predictable and can occur during the course of therapy (lead- 
ing to changes in a C&S pattern). More problematically, it is 
often shared among microbes. 
. Shared resistance among bacteria reflects the ability of 
bacteria to incorporate extrachromosomal DNA carrying 
the information for resistance from other organisms. Extra- 
chromosomal DNA (including plasmids and bacteriophages) 
encode for resistance to multiple drugs and can be transmit- 
ted vertically (to progeny) or horizontally, across species and 
genera. Transposons are individual or dusters of resistance 
genes bound by integrons, which move resistance genes back 
and forth between chromosomes to plasmids. Consequently, 
bacterial resistance is extremely mobile and can spread rap- 
idly.101 Among the mechanisms by which genetic resistance 
information is shared is (sexual) conjugation. Conjugation 
occurs particularly in gram-negative organisms and may be 
accompanied by genetic material that confers bacterial patho- 
genicity as weU as altered metabolic functions. However, 
Enterococcus spp. and selected other gram-positive bacteria 
also transfer resistance to glycopeptides through conjugative 
transposons.lo1 Transduction, which requires a specific recep- 
tor, involves transfer of information by a bacterial virus (bac- 
teriophage) and is implemented especially by Staphylococcus 
spp. Resistance, including methicillin resistance, can be trans- 
ferred between coagulase-negative and -positive Staphylococ- 
cus.' Transformation involves transfer of naked DNA from 
one lysed bacterium to another; this mechanism of transfer 
tends to be limited (in humans) to pneumococcaI meningitis. 

Although present for eons, acquired antimicrobial resistance 
increasingly is becoming problematic. The impact of antimi- 
crobial resistance can be extensive. In some human intensive 
care units, selected isolates are characterized by a resistance 
prevalence of 86%. The impact of resistance on the patient 
includes increased morbidity, mortality, and increased hospi- 
tal costs.lo7 Patterns of resistance have emerged in veterinary 
medicine, although merences appear to occur in the ability 
of organisms to develop resistance to an antimicrobial, vary- 
ing with species and strain. Many organisms remain predict- 
ably susceptible to selected drugs (e.g., Brucella, Chlamydia), 
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whereas others are becoming problematic (e.g., P multocida). 
SeveraI organisms traditionally have developed resistance 
that can rapidly impair efficacy of new antimicrobials (e.g., 
E. coli, K. pneumoniae, Salmonella, S. aureus, S. pneumoniae). 
In general, these organisms have developed multidrug resis- 
tance (MDR). MDR is now considered the normal response to 
antimicrobials for gram-positive cocci pneurnococci, entero- 
cocci, and staphyloco~ci.'~~ Among these, Staphylococcus spp. 
is considered most problematic: it is intrinsically virulent, is 
able to adapt to many different environmental conditions, 
increasingly is associated with resistance to other classes of 
antimicrobials, and tends to be associated with Life-threatening 
infections.lo2J03 In a veterinary teaching hospital the percent- 
age of patients with S. intermedius susceptible to cephalexin 
and amoxicillin-clavdanic acid decreased from a high of 96% 
in 2005 to < 60% in 2007, a trend that appears to be emerging 
in other veterinary h0spita1s.l~~ 

E. coli is among the organisms that have developed 
multi-drug resistan~e.10~~~05 Fl~0r0quino1one-resistant E. coIi 
emerged as early as 1998, Little over a decade after the approval 
of enrofloxacin for dogs or ca t~ .~8  Multidrug-resistant E. coli 
has emerged as a cause of nosocomial infections in dogslo8 
and UTIs in canine critical care patients.lo4J09 The presenta- 
tion is similar to the that in human critical care patients, with 
risk factors such as sex (males), hospital stay, a d  previous 
antimicrobial therapy being simiiar for both. 

Factors Contributing to the Emergence 
of Resistance 
Development of antimicrobial resistance is facilitated by sev- 
eral factors1"; among the most important is exposure to anti- 
microbials. In the individual patient, single-dose ciprofloxacin 
prophylaxis increased the prevalence of ciprofloxacin-resistant 
fecal E. coIi from 3% to 12% in humans.1l2 Ciprofloxacin treat- 
ment for prostatitis resulted in posttreatment fecal cotoni- 
zation with quinolone-resistant E. coli that was genetically 
distinct From the infection-causing strains after treatment in 
50% of the patients.l13 Our laboratory has demons-ted that 
standard doses of either amoxicillin or enrofloxacin given 
orally will cause dose to 100% of fecd E. coIi to become resis- 
tant to the treatment drug within 3 to 9 days of therapy; for 
enrofloxacin the isolates generally are multidtug resistant. As 
with MRSA or MRSI (S. interrnediu), the advent of resistance 
by E. coli and other gram-negative organisms has been associ- 
ated with increased cephalosporin use.' 

The gastrointestinal flora offers a natural environment that 
exemplifies the impact of antimicrobials on selectioa pres- 
sure. I h e  normal flora of the gastrointestinal tract is extremely 
diverse, with anaerobes predominating. Among the aerobes, 
E. coIi are the major gramnegative and Enterocuccw the major 
gram-positive organisrns.'Ol Environmental microbes main- 
tain an ecologic niche through suppression of the competition 
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by either consumption of nutrients or secretion of antibiotics. 
Therefore commensal organisms are constantly being exposed 
to antibiotics, and are "primed" to develop resistance.[Oi 
However, the microbes producing the antibiotic, as well as 
surrounding normal flora, are resistant to the antibiotic. Thus 
genes for resistance develop along with genes directing antibi- 
otic production. 

Rapid.microbia1 turnover in the gastrointestinal tract sup- 
ports the development of resistance by ensuring active DNA 
replication and thus mutation potential (see previous discus- 
sion). Chromosomal (DNA) mutations (10-l4 to 10-lo per cell 
division) are DNA mistakes that have been missed by bacteria1 
repair mechanisms. These mistakes occur spontaneously and 
randomly, regardless of whether the antibiotic is present. If the 
mutation that confers resistance to an antimicrobial occurs b 
the presence of the antimicrobial when it is administered to the 
patient, the surviving mutant, reflecting its single-step muta- 
tion, confers a Iow level of resistance (see the discussion of 
mutant prevention concentration). The MIC of the organism 
is likely to increase. Further microbial turnover and continued 
therapy can lead to multistep mutations and rapid emergence 
of high-level resistance characterized by increasingly higher 
MIC. Stepwise mutations can lead to specific resistance such 
as that demonstrated toward fluorinated quinolones (stepwise 
mutation in the DNA gyrase gene). Nonspecific mechanisms 
of resistance, including that shared among organisms, are 
more likely to result in MDR. Microflora of the gastrointesti- 
nal tract can serve as a reservoir of resistance genes; a single 
drug, via integrons, plasmids, and transposons, facilitates the 
rapid transfer of MDR among organisms. The gastrointesti- 
nal environment exemplifies a pattern whereby resistance can 
emerge as a result of a combination of selection pressure and 
mutation. Clinically, similar mechanisms of emerging resis- 
tance are likely to occur at sites of infection. 

Mutant Prevention Concentration 
Drlica and coworkers114 have hypothesized the mutant 
selection window, (see Figure 6-15) comprised of a lower 
threshoId represented by the culture MIC of the infecting 
organism and an upper threshold or boundary, the MPC. 
Should a dose be designed such that drug concentrations 
fill within this window (i.e., between the MIC and MPC) at 
the site of infection, the mutant isolate is likely to emerge as 
a resistant colony. The practical application of the hypoth- 
esis explains the observed behavior of rnycobacterium 
organisms toward fluoroquinolones (FQs). Increasing con- 
centrations of the FQs inhibits the nonresistant (wild-type) 
organisms and colony numbers rapidIy decrease. But this 
period of decline is folIowed by a plateau period of minimal or 
no growth. During this plateau phase, remaining resistant iso- 
lates recover and start to multiply again. The resistance of this 
emerging, second population presumably reflect a single-step 
(chromosomal or plasmid-mediated) mutation that resulted in 
an increase in the MIC to Iow-leveI resistance (e.g., MIC is close 
to the breakpoint). However, when these first-step mutants are 
exposed to even higher drug concentrations, a second rapid 
decline in nunibers occurs, this time reflecting inhibition of 

the mutated, resistant organisms. Again, once sufficient bac- 
teria recover, a second plateau occurs as the first-step mutants 
mutate, This stepwise or multistep mutation confers high level 
resistance (MIC exceeds the breakpoint several fold) that can 
be overcome only by very high concentrations of the FQ. The 
mutant selection window, which is to be avoided with initial 
therapy, describes drug concentrations on either side of the 
initial plateau for the single-step mutants. The lower bound- 
ary is defined by those drug concentrations sufficiently high 
to remove the majority of the wildltype competitors (MIC), 
whereas the higher boundary (the MPC) is defined by the 
concentrations necessary to inhibit the least susceptible (most 
resistant) isolates (the single-step mutants).'15 Above this con- 
centration, a second mutation step (which is very rare) would 
be required for a population of resistant organisms to develop; 
the risk of this happening is reduced by preventing microbial 
turnover (i.e., killing all isolates). 

On the basis of this observation, Drlica and coworkers 
contend that MIC-based strategies used to design dosing regi- 
mens readily select for resistant mutants.'15 Their contention 
i s  based on the observation that only one resistant mutation is 
needed for bacteria to grow in the presence of an antimicro- 
bial and that infections generally contain an adequate number 
of CFUs for several first-step resistant mutants to be present 
prior to treatment. They coined the term MPC as an in vitro 
measure of preferred antimicrobial concentration target. If the 
MPC (rather than the MIC) is achieved at the site of infec- 
tion, the risk of resistance is minimized because isolates that 
exceed the MPC concentration must have undergone a second 
concurrent resistance mutation step prior to therapy. As such, 
the MPC, not the MIC, would be the concentration targeted 
at the site of infection in the patient. Indeed, simply achieving 
the reported MIC of the infecting microbe at the site of infec- 
tion is probably the approach that is most likely to  yield c h i -  
c d y  resistant organisms. Accordin& consideration should 
be given to assuring that "dead bugs don't mutate: If the least 
susceptible of the isolates is inhibited with the dosing regimen, 
then the recovering population should not be resistant. 

DrlicaH5 has demonstrated that MPCs do not correlate to 
MICs. In vitro, the MPC would be defined in vitm as the (low- 
est) drug concentration (in the media) that yields no recovered 
organisms when over 101•‹ CFUs (mimicking bacterial Ioad in 
the patient) are plated. Currently, determining the MPC is 
costly, requiring multiple testing steps and large numbers of 
cells; for exampie, standard culture procedures are based on 
lo6 CFUs, whereas determination of the MPC requires at least 
10s-'O CFUs. However, an MPC-based strategyto dosing dini- 
cally makes sense and should be an effective means of block- 
ing the growth of 6rst-step resistant mutants. Such a strategy 
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Figure 615 Stepwise mutation can emerge as a result of selection pressure induced by antimicrobial therapy that targets the 
minlmum inhibitory concentration (MIC) of the infecting microbe. The mutant prevention concentration (MPC) is the concentra- 
tion of drug that is necessary to inhibit first-step mutants, or the MIC of the Ieast susceptible isolate in a resident population of 
pathogens. As the resident population or inoculum of wild (nonresistant) pathogen isolates reaches 10"TO colony-forming units 
(CFUs), some isolates will spontaneously mutate such that resistance emerges to the drug of interest However, when cultured, 
the MIC reported for the population is likely to represent the mode (the most commonly reported MIC), which in a normally dis- 
tributed population, is also the MIC5,, for the population. In contrast, the MIC of the first-step mutant will be the high end of the 
population MIC range. This is the concentration that should be targeted to inhibit the entire population-that is, the MPC. If the 
dosing regimen is designed to target the the mutant selection window, that is, the MIC of the wild population rather than the 
MPC (the MIC of the first-step mutant)-treatment with the drug will fnhibit all isolates at or below the MIC. The void in isolates 
will allow the remaining, more redstant first-step mutants to recover, partlcutarly in patients not sufficiently healthy to suppress 
recovering microbes. As thls new population expands, a second distribution curve emerges. If recultured, the MIC of the second 
first-step mutant population will be higher than the wild population. H the population reaches a sufficient size (e.g., 1 O8 CFUs), 
a second, spontaneous mutation is likely to occur, resulting in a new, higher MPC. Targeting the MPC is particularly important 
when using drugs for which resistance emerges in response to mutations. 

would farce wild-type cells to acquire hua resistance mutations 
for growth, an event that is rare. Experimental in vitro data114 
have cohrmed that MPC levels of an FQ do indeed inhibit 
strains that harbor first-step gyrA mutations (the mechanism 
of microbial resistance to FQ).Il6 Application of the MPC is 
most appropriate for drugs and organisms that develop resis- 
tance by chromosomdy mediated point mutations (e.g., the 
fi~orquinolones).~~~ However, the spirit of targeting the MDC 
might be assumed even for other drugs, in order to minimize 
the impact of selection pressure on emergent resistant popda- 
tions. The mutant selection window can be narrowed if more 
than two bacterial sites are targeted, such as might occur with 
combination antimicrobial therapy, or with drugs that simul- 
taneously target more than one site (e.g., the FQs).l l4 

Biochemicat Mechanisms of Resistance 
Bacteria often respond to the presence of the antimicrobial 
by altering their physiology such that resistance occurs, often 
to multiple drugs. Microbes develop antimicrobial resistance 
by two primary mechanisms: modification of the target site 
or altered intracelldar drug concentration. Methods by which 
intracellular drug concentration can be decreased include 
changes in porin sizes for gram-negative organisms (e.g., most 
drugs; see Figure 6-3). P o r k  are transmembrane proteins 
(cg., OmpF) that form an aqueous channel that dows passive 
movement of large hydrophic molecules. Porins are one of 
t h e  few means by which drugs can gain access to intraceflu- 
iar targets. A change in porin size (ie., by the addition of side 
chains that ater out drugs) or number increases antimicrobial 
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resistance, as is demonstrated by the loss of the OprD protein 
that imparts resistance to imepenem by Pseudornonns spp. 
Closely associated with the porin proteins are emux proteins 
that pump drug out of the organism; the pumps often are 
associated with porin proteins (e.g., FQs and tetracyclines). 
Most of these pumps are fueled by energy associated with 
proton exchange, the most notable in gram negative organ- 
isms being of the RND (resistance nodulation division) fam- 
ily. The best characterized in this family is the Acr-ABITolC 
system, which is a complex bacterial stress response system 
that allows bacteria to pump out toxic r n o ~ e c u l e ~ . ~ ~ ~  l l e se  and 
other pump systems are often characterized by a wide range of 
substrate specificities and, along with porins, are a common 
mechanism whereby an isolate can express multidrug resis- 
tance. In contrast, a number of microbes generate enzymes 
that destroy antimicrobials (e.g., aminoglycoside acetylases, 
beta-lactarnases that destroy penicillins or cephalosporins. 
transfemses that destroy chloramphenicol); in such instances 
resistance conferred by these mechanisms is generally limited 
to a single drug or drug class. Enzymatic inactivation is more 
likely for natural drugs to which microbes have previously 
been exposed (and thus presented with a greater opporrunity 
to deveIop enzymes). In contrast, enzymes are less likely to 
destroy synthetic drugs.11E However, plasmid-mediated enzy- 
matic destruction of FQs has recently been described, once 
again highlighting the resourcefulness of ba~teria.~'g Changes 
in target structure are another major mechanism of resistance. 
Example targets that have been modified include, but are not 
l i i t e d  to, cell wall proteins (e.g., penicillin-binding proteins 
[PBs], particularly for MRSA [PBZ] or Enterococcus [PBSJ), 
or binding sites [i.e., on ribosomes, as for aminoglycosides, 
or DNA gyrase for FQs).L20J21 Organisms often are charac- 
terized by more than one mechanism of resistance. Multiple 
mechanisms are well documented for some organisms against 
selected beta-lactams and have been described against FQs 
(e.g., dtered DNA gyrase and increased efflux pumps) and 
others. Resistance can be induced, as is exemplified by beta- 
lactamase formation in Staphylococcus spp. which greatly 
increases in the presence of a beta-lactam antibiotic, or for 
fluoroquinolone, for which efflux pump acrivity is markedly 
upregulated Discussion of specific mechanisms of resistance 
will be addressed with the appropriate drugs (see Chapter 7). 

Avoiding Antimicrobial Resistance 
Among the approaches to reducing resistance are pharma- 
coiogic manipulations and changes in antimicrobial use 
practices. Pharmaceutical manufacturers have been able to 
manipulate antimicrobial drugs in a variety of ways such that 
resistance is minimized, and these options can be selected 
in an attempt to minimize resistance. For exampIe, bacterial 
resistance has been decreased by synthesizing smaller mol- 
ecules that can penewate smaller porins (e.g., the extended- 
spectrum penicillins ticarcillin and piperacillin); synthesizing 
larger molecules that force the microbe to develop more than 
one point mutation (e.g., later-generation PQs), 'protecr- 
ing" the antimicrobial from enzymatic destruction (e.g., with 
davulanic acid, which diverts the beta-lactarnase from the 

penicillin); modifying the compound so that it is more dif- 
ficult to destroy (e.g., amikadn, which is a larger and more 
difficult to reach molecule than gentamicin and carbapenems, 
later generation cephalosporins); and developing lipid-soluble 
compounds that are more able to achieve effective concen- 
trations at the site of infection (e.g., doxycycline compared 
with other tetracyclines). IncreasingIy, drug design-based 
tactics will be implemented to minimize emergent resistance. 
Lncreasingly the role of the practitioner is e q d y  important. 
A three "Dms approach might reduce the risk of emergent 
resistance: De-escalate antimicrobial use, design a treatment 
regimen that minimizes resistance (dead bugs don't mutate), 
and decontaminate the environment through proper hygiene. 
These approaches are exemplified by strategies impIemented 
by intensive care units to reduce antimicrobial resistance 
that often involve a multitiered approach (Box 6-3). Actions 
include the following: 

1. De-escalate. De-escalation begins with not using an antimi- 
crobial when an alternate therapy (including no therapy) is 
more or perhaps e q d y  &dive. Enacting primary pre- 
vention by decreasing length of hospital stay, decreasing 
use of invasive devices, and implementing naver approaches 
(e.g., selective digestive decontamination and vacdne 
devel~prnent).'~~ De-escalation also includes setting limits on 
the duration of antimicrobial therapy (see later discussion) 
and rotating the use of antimicrobial chugs on a regular sched- 
UIe1"JZ5 De-escalation might also r e k  to cby j ing  from a 



CHAPTER 6 Principles of Antimicrobial l3empy 167 

higher to a lower tier category of drugs (foilowing a "hit bard, 
get out quick'') in a critical patient 

2. Design: Improving appropriate antimicrobial use through 
proper dosing regimens includes selection of the most 
appropriate drug for the bug while narrowing the spec- 
trum. This approach also should be applied to empirical 
antimicrobial therapy. Design of the dosing regimen should 
take ikto account the appropriate PDI for concentration or 
time-dependent drugs, and when possible, targeting the 
MPC. More controversial approaches to design include 
techniques implemented in hospitals include adhering 
to prescribed formularies or requiring prior approval for 
using certain antibiotics. 

3. Decontaminate: Approaches intended to reduce bacte- 
rial exposure are among the most important to avoid- 
ing resistance. These indude improving infection control 
through selective decontamination procedures, prevention 
of horizontal transmission through proper hand-washing 
technique, and use of gloves and gown, or prevention by 
reducing exposure to bandages or other contaminated 
materials by identifying proper work areas and disposal 
sites. Other approaches include, provision of soap alterna- 
tives, easy access to disinfectants (which should compIe- 
ment, not replace, hand washing) and improvement of the 
workload and facilities for health care workers. 
Improved information systems technology also plays a role. 

Each proposed or implemented strategy has theoretical ben- 
efits and limitations,.but good data on their efficacy in con- 
trolling antimicrobial resistance are l i ~ n i t e d . l ~ ~ J ~ ~  However, it 
is dear that decreased antimicrobial use is associated with a 
decrease in the advent of resistance. 

Risk hctors for emerging resistance in the hospital or com- 
munity setting include but are not limited to increased antirni- 
crobial use, host factors such as severity of illness and length 
of stay, and Iack of adherence to infection control practices.107 
Consequently, among the de-escalation efforts implemented 
in human hospital and community environments is restricted 
antimicrobial use. In humans the increasing presence of drug- 
resistant bacterial infections among hospitalized patients is 
linked to the greater numbers of patients receiving inappropri- 
ate antimicrobial treatment.lu A recent on-line report found 
that in human medicine, antimicrobials were often prescribed 
despite infection being an infrequent cause of the illness (i.e., 
pharyngitis). Further, the chosen antimicrobial often was inap- 
propriate for those bacteria potentially causing infection in the 
treated body system.lZ4 Accordingly, reducing inappropriate 
antimicrobial use has become a priority in human medicine. 

Among the more rational paradigms for antibacterial de- 
escalation, is an approach to empirical antimicrobial use in 
the hospital setting for patients with serious bacterial infec- 
tion~.'~~ Such antimicrobial de-escalation attempts to balance 
the need to provide appropriate initial antibacterial treatment 
while limiting the emergence of antimicrobial resistance. The 
god of de-escalation in this setting is to prescribe an initial 
antimicrobial regimen that will cover the most likely bacterial 
pathogens associated with infection while minimizing the risk 
of emerging antimicrobial resistance.123 n e  three-pronged 

approach indudes narrowing the antimicrobial regimen 
through culture, assessing isolate susceptibility for dose deter- 
mination, and choosing the shortest course of therapy clini- 
caly acceptable. Judicious antimicrobial use combined with 
restricted use of ceftazidime led to a decreased antimicro- 
bial resistance to beta-lactams, in general, in a human teach- 
ing hospital environrnen~'~~ Note that this strategy does not 
exdude the use of '%big gun" antimicrobials. The approach of 
withholding use of high-impact drugs (e.g., meropenem or 
vancomycin) in patients whose need for effective therapy is 
critical to avoid emerging resistance that might limit drug 
use in later patients may not be rational or in the best inter- 
est of the patient. A more appropriate approach is to use the 
drug correctly. However, routine use of less powerful drugs is 
appropriate but only if these alternatives are just as effective 
Regardless of the choice, once the decision is made to use an 
antimicrobial, attention must be paid to dosing regimens that 
minimize the advent of resistance by ensuring that infecting 
microbes are eradicated. 

Another strategy to decrease the impact of antimicrobial 
use on resistance is a decreased duration of therapy (see the 
discussion of enhancing antimicrobial efficacy). One study in 
human critical care patients found that reducing the duration 
of antimicrobial therapy from 14 days to 10 days decreased 
the emergence of resistance.lZ7 Increasingly, dinical trials will 
focus on demonstrating efficacy of shorter (ie., < 5 to 7 days) 
treatment regimens. 

Rapid detection of the correct microbe and the presence 
of resistance would facilitate the proper design of a therapeu- 
tic regimen. Genetic changes (e-g., mutations) that result in 
resistance lend themselves to molecular detection. However, 
molecular tests are often limited to those mutations character- 
ized by few polymorphisms (e.g., -A, potentially MRSIG, 
and Enterococcus sp.). Generally, these tests require culture 
conditions that are often designed to facilitate expression of 
the resistant gene and are based on amplification techniques. 
Yet, as with culture, although they are able to determine phe- 
notypic expression, they do not necessarily document the iso- 
late as the cause of infection. Further, they generally do not 
detect low levels of resistance that increase the MIC but do not 
render the microbe as "resistant" by susceptibility testing.IZ2 
Topical therapy should be considered when possible. Thera- 
peutic drug monitoring may be helpful for some drugs (e-g., 
aminoglycosides). With at-risk patients in whom emergent 
mutants may not be sufficiently suppressed Drugs inherenfly 
more resistant to bacteria1 inactivation should be selected 
(e.g., amikacin rather than gentamicin). Combination antimi- 
crobial therapy (e.g., beta-lactamase-protected antimicrobid 
combinations; combination of beta-lactams with aminoglyco- 
sides) dso reduces the incidence of resistance; for example, the 
use of an FQ reduced the advent of resistance to cephalospo- 
rim in one Care should be taken in selecting a drug 
simply because of cost. Cost should be a factor only after other 
considerations have been taken into account. 'The cost of an 
excellent antimicrobial can be easily surpassed by the selec- 
tion and use of severaI less expensive, but also less effective, 
antimicrobials. 
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Careful consideration must be given to host factors that 
can reduce concentrations of active drug at the site of infec- 
tion.U.75,'28 The impact of host factors on antimicrobial effi- 
cacy is often underestimated; such effects can be profound. 

Among such host factors is distribution of the drug to the 
site of the infection (drug distribution is discussed under drug 
factors). Thus far, discussions on antimicrobial efficacy have 
been focused on achieving the MIC of the infecting isolate in 
the patient plasma. However, infections generally are not in 
plasma, and patients are not generally normal. The relation- 
ship between the MIC of the infecting organisms and drug 
concentrations achieved at the site of infection (both mag- 
nitude and duration) is so complex that predicting efficacy is 
difficult. Ultimately, mathematical models that integrate the 
major determinants of efficacy (bactericidal activity, relation- 
ship between PDC and MIC, duration of postantibiotic effect, 
and susceptibility versus resistance) may prove most predic- 
t i ~ e . ~ ~ ~  The determinants of this relationship and the influence 
of drug, microbial, and host hctors on efficacy warrant further 
discussion. 

The MICBe ofa drug is based on plasma C,,, yet infections 
generally occur in tissues rather than plasma. More specih- 
cally, the site of infection generally is interstitial fluid. How- 
ever, detection of drug in tissues is difficult, leading to PDC 
as the surrogate marker of tissue concentrations. In instances 
in which PDCs overestimate extracellular fluid, care must be 
taken to adjust doses. For such drugs C&S testing may over- 
estimate efficacy of the drug (see the section on drug distribu- 
tion). On the other hand, for some tissues, drug concentrations 
at the site may far exceed PDC (see below). Inflammation may 
profoundly alter drug efficacy (Table 6-7).23J28 Acute inflam- 
mation may initially increase drug delivery and drug concen- 
tration to the site of infection because of increased blood flow, 
increased capillary permeability, and increased protein release 
at the site (the latter effect increases the concentration of total, 
but not necessarily active, drug). However, chronic inflam- 
mation may do the opposite. Purulent exudate presents an 
acidic, hyperosmolar, and hypoxic environment that impairs 
the efficacy of many antimicrobials (Figure 6-16). Hemoglo- 
bin and degradative products of inflammation can bind anti- 
m i c r o b i a l ~ . ~ ~ ~  Selected drugs, including aminoglycosides (and 
probably highly protein-bound drugs) are bound to and thus 
inactivated by proteinaceous debris that accumulates with 
inflammation. Some antimicrobials can inhibit neutrophiI 
function. Accumulation of cellular debris associated with the 
inflammatory process can present a barrier to passive anti- 
microbial distribution. The deposition of fibrous tissue at the 
infected site further impairs drug penetrance and distribution 
(Figure 6-17). 

Environmentat 
Factor Effect - 
Acidic pH Penicillins inactivated at pH < 6.0 

Arninoglycosides and enrofloxacin more 
effective in alkaline pH - 

Hypertonicity1 Impaired efficacy of beta-lactam 
hwerosmolaritv antibiotics 

Pus Acidic DH - 
Hypertonic 
Hyperosmoiar 
Protein b i n h e  of selected drugs 
Binding to sediment (amin0~1~cosides)- 

Low O2 tension Aminoglycosides inactive 
Growth of organisms slowed - decreased 

efficacy of bactericidal drugs 
Impaired phagocytic activity of leukocytes 

Large inoculurn Greater concentration of antimicrobial 

Greater concentration of drug molecules 
reauired 

Leukocytes Impaired metabolism chemotaxis, phagocytosis, 

Local pH becomes more acidic as degradative products 
such as lysosomes, nucleic acids, and other intracelldar con- 
stituents from white blood cells accumulate. The efficacy of 
many antimicrobials can subsequentIy be impaired. In humans 
a pH level ranging from 5.5 to 6.8 can adversely affect both 
host defenses and antimicrobial activity. White blood cell oxi- 
dative bursts and phagocytosis are diminished in the presence 
of a low pH level. Same antimicrobials are inactive at a low pH 
level. Erythromycin Ioses all of its activitywhen pH is below 7. 
Similar effects have been reported for beta-lactam antibiotics. 
Although beta-lactarn antibiotics are weakacids and therefore 
less ionized in an acidic environment, they are generally less 
effective at a pH 6. The activities of cefoxitin, piperadin, and 
imipeoem (or meropenern) are significantly less at pH 6 than 
at pH 6.5 with piperacilli being least affected The activity of 
dindamycin is similarly decreased In addition, the accumu- 
lation of some drugs in white blood cells that might other- 
wise facilirate efficacy is impaired in an acidic environment. 
Changes in pH also lead to changes in the concentration of 
un-ionized and thus active drug. Weak bases such as amino- 
gIycosides and FQs are predominantly ionized in an acidic 
environment and are less effective than in a less acidic envi- 
ronment, in part because of impaired diffusibility. 

Low tissue oxygen tension, which can accompany pus, 
reduces white blood cell phagoqtic and killing activity; 
slows the growth of organisms, making them less suscep- 
tible to many drugs; and specifidly prevents the eacacy 
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Figure 6-17 Deposition of fibrous tissue in deep pyoderma presents a barrier to drug penetration. (Photo courtesy Bayer Animal 
Health.) 

of aminoglyosides, which depend on active transport into 
bacterial organisms. The aerobic component (i.e., faculta- 
tive anaerobes) of a mixed infection may also be resistant 
to amirlogIycaside therapy because the oxidative transport 
systems of such organisms (e.g., E. coli) may shut down in 
an anaerobic environment. Drugs that target cell walls, and 
beta-lactams in particular, are less effective in a hyperos- 
molar environment, which might occur as inflammatory 
debris accumulates and osmotic destruction of organisms is 
reduced. 

Host response to infection and its impact on antimicrobial 
therapy may vary with the organ system infected. For example, 
in respiratory tract infections, mucus produced by the host can 

directly interfere with antimicrobial therapy. Aminoglycoside 
efficacy may be decreased by chelation with magnesium and 
calcium in the mucus. Antimicrobials may bind to glycopro- 
teins, and mucus may present a barrier to passive diffusion. 
h addition, some antimicrobials may alter the function of the 
mucociliary apparatus, either by increasing mucous viscosity 
or by decreasing ciliary activity (e.g., tetracyclines). 

Changes in the health of the host can lead to changes in 
drug disposition that can result in lower than anticipated 
PDCs (see Chapter 2 ) . 5 0  The volume to which a ' h g  is dis- 
tributed can be affected by the fluid compartments, which 
vary with age, species, and hydration status. Distribution to 
target organs can be affected profoundly by cardiovascuIar 
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Figure 6-18 The intracetlular location of organisms presents a barrier to drug penetration. Some organisms are obligate intracel- 
lular organisms, whereas others, such as Staphyloccocus spp., demonstrated cyto1ogically (A) and by special stain of infected 
skin (B), may survive phagocytosis, sewing to reinfect tissue once the phagocytic white blood cell has died. 

responses, particularly in the shock patient. Elimination of 
the drug must be considered when selecting antimicrobi- 
als for the critical patient. Changes in glornerular filtration 
cause parallel changes in renal excretion of drugs. Serum 
creatinine concentrations should be used to modifj doses 
or intervals of potentially toxic drugs that are excreted 
renally (see Chapter 2).13* Liewise, severe changes in 
hepatic function may indicate selection of an antimicrobial 
drug not dependent on hepatic function for activation or 
excretion. 

Host Factors That Facilitate Drug Efficacy 
Host factors may also facilitate antimicrobial efficacy. Among 
the most important host factors are local and systemic defenses 
ranging from compounds that directly target microbes to 
healthy tissues that provide mechanical barriers and a compe- 
tent immune system. The role of host defenses are beyond the 
scope of this chapter but cannot be underemphasized. 

Other host factors that facilitate therapy include the accu- 
mulation of the drug in active form at the site of infection, 
which may facilitate antimicrobial efficacy and decrease 
the risk of resistance. Obvious examples include drugs that 
undergo renal or biliary excretion. For such drugs urine or 
blle concentrations (respectively) may exceed PDC thirtyfold 
to severd hundredfold (see the discussion of treatment of uri- 
nary tract infections, Chapter 8). Another site of drug concen- 
tration is the phagocytic leukocyte (WBC), both in peripheral 
circulation and at the site of inflammation. Active concentra- 
tions of some antimicrobials (e.g., macrolides, lincosarnides, 
and FQs) may increase concentrations 20 to 100 or more times 
the PDC.28.132-'37 Phagocytic accumulation may facilitate 

treatment of intracellular infections (e.g., Brucelln spp., cell 
wall-deficient organisms, intracellular parasites, and faculta- 
tive intracellular organisms such as Staphylococcus spp.). Thus 
drugs that achieve only bacteriostatic concentrations in plasma 
may become bactericidal inside the cell, particularly against 
organisms that locate and sunive inside cells (Figure 6-18). 
Additionally, accumulated drug released by dying phagocytes 
at the site of infection may increase concentrations to which 
the infecting microbe is exposed. Accumulation of drug inside 
WBC has been assumed as an explanation of the disconnect 
of azithromycin efficacy in pulmonary infections despite low 
PDCS.~' Note, however, that drug accumulation does not nec- 
essarily enhance drug efficacy. Often, the accumulated drug is 
sequestered into subcellular organelles, where it cannot reach 
the organism. h addition, the drug may become otherwise 
inactivated once inside the cell. The Werent mechanisms of 
action of these drugs may not occur in an anaerobic environ- 
ment, and concentrations by the WBCs might be impaired in 
an anaerobic environment. The FQs are an example of a class 
of drugs whose uptake by WBCs is EaciZitated in an acidic envi- 
ronment; these drugs are distributed throughout tbe cytosol, 
where they remain active. The drug will leave the WBCs and 
enter a drug-fiee environment and thus may facilitate drug 
concentrations at the site of infection. Phagocytic WBCs with 
accumulated enrofloxacin delivered drug to inflamed tissue 
cages in dogs, demonstrating that accumulation may increase 
therapeutic response.lJ7 Drugs that do not accumdate in 
WBCs indude the beta-lactams, aminoglycosides, and met- 
ronidazole. Drugs that are moderately accumulated in WBCs 
include chloramphenicol (onefold to livefold) and selected 
sulfonamides (threefold to h e f ~ l d ) . ' ~ ~  
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Cell membrane 
Polymixin DNNRNA 
Bacitracin Fluoroquinolones @,2) Metabolic pathways 

Folk acid 

Glycopeptides (4) 
Fosfomycin Protein synthesis 

Both (70s) Ribosomal 50s 
Amlnoglycosldes (1,3) Phenicols (1) 

Oxazolldinones Ribosomal 30s '-?!I Uncosamides Macrolides (2,3) (3) 

Tetracyclines (2) Other 
Mucopirin 

Rgure6-19 Targets of antimicrobial actions for the different classes of antimicrobial drugs. The number in parentheses refers to the 
major rnechanisrn(s) of acquired resistance (other mechanisms also exist; see Chapter 7): 1 = enzymatic destruction (e.g., beta- 
lactamases for beta-lactams, acetylases for phenicols); 2 = increased efflux pump activity (may be associated with altered porin 
influx in gram-negative isolates); 3 = altered targeted site (e.g., mutations in DNA gyrase for fluoroquinolones or penicillin-binding 
proteins for gram-positive isolates); 4 = interfering protein and 5 = increased production of targeted metabolite. Decreased porin 
size is a common mechanism of resistance associated with increased efflux pump activity for many gram-negative isolates. 

Another potential facilitating host factor is infection at a 
site that is topically accessible. In such situations several 1000- 
fold concentrations of the MIC may be reached with topical 
administration. The rationale for collecting C&S data for such 
infections might be controversial, but idenacation of the 
organism and some indication of susceptibility is prudent, 
particularly if initial therapy fails. 

Mechanisms of Drug Action 
Knowledge of the mechanism of action (see Figure 6-19) of a 
particular antimicrobial is important for several reasons: 

The mechanism of action of a drug determines whether 
the antimicrobid can act in a bactericidd or bacteriostatic 
manner {assuming proper concentrations are achieved 
at the tissue site; see previous discussion). Drugs that are 
capable of bactericidal effects at therapeutic doses are Listed 
in Table 6-7. 
The mechanism of action may determine whether or not 
the drug is concentration-dependent or time-dependent, 
which will impact the design of the dosing regimen. 
The therapeutic efficacy of some antimicrobials can be 
impaired by host factors that alter the mechanism of action 
of the drug. Knowledge of the mechanism of action will 
faciIitate anticipation of therapeutic failure. 
The mechanism of antimicrobial action often reflects the 
mechanism of resistance. Iden-g mechanisms by 

which resistance might be avoided or minimized requires 
an appreciation of these mechanisms of action. 
Understanding or anticipating selected host toxicities asso- 
ciated with antimcirobids can be improved by understand- 
ing their mechanism of action. 
Understanding antimicrobial mechanisms of action pro- 
vides a basis for the selection of antimicrobials to be used in 
combination. Such drugs should be selected on the basis of 
mechanisms of action that complement rather than antago- 
nize one another (see Combination Antimicrobial Therapy 
section). 
The cell wall is an important target for several antimicrobi- 

als, protecting the hypeionic intracellular environment of the 
organism from the hypotonic extracelldar environmentU A 
variety of proteins located in the cell wall (penicillin-bound 
proteins) are important in the formation of the cell wall dur- 
ing division of growth of the organisms. These proteins are 
the target of several antimicrobial agents. Destruction of the 
peptidoglycan layer, which provides support to the cell wall, 
increases the permeability of the cell wall to the hypotonic 
environment, resulting in osmotic lysis of the cell. Intracellu- 
lar structures are also major targets for various antimicrobial 
agents. Binding of ribosomes, the site of protein synthesis in 
the cell, can either inhibit protein formation or result in the 
formation of fauIty proteins that eventually prove detrimental 
to the organism. The nuclear material of microbes is another 
target: Interference with celIuiar DNA inhibits cellular divi- 
sion, as well as initial cellular functions. Generally, impaired 
DNA synthesis results in cell death. Other intracellular targets 
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include selected metabolic pathways such as folic acid synthe- 
sis, which, when interfered with, prevents formation of mate- 
rials vital to the microorganism. 

Drug Disposition 
Absorption 

capillarie~.l3~-~4' Therapeutic antimicrobial failure in a num- 
ber of body systems in humans has been associated with failed 
drug penetration, including soft tissue infections, osteomyeli- 
tis, prostatitis, otitis, endocarditis, ocular infections, peridon- 
titis, and sinusitis.141 

venous administration is the preferred route for critically ill 
patients or difficult-to-penetrate tissues, with intramuscuIar 
and subcutaneous administration being second and third 
choices, respectively. Oral administration of antimicrobials, 
however, is preferred for long-term use, for nonhospitdized 
patients, and when drug therapy is targeting the gasrroinres- 
tinal tract. 

Note that although a drug may be 100% bioavailable after 
oral administration (i.e., the drug is completely absorbed), the 
rate of absorption may be suficiently slow that the peak effect 
is minimized (although the duration of drug in circulation 
may be prolonged). Efficacy may be impaired, particulady 
for organisms with a high MIC or for concentration-depen- 
dent drugs. Slow-release preparations, either orally or par- 
enterally administered, should be used cautiously because 
prolonged absorption (controlIed rate of release) may be so 
slow that therapeutic concentrations are not achieved. The risk 
of resistance may be increased in such situations. Although 
slow-release products might improve compliance for time- 
dependent drugs, their use may also preclude shorter duration 
therapy. Topical administration is the sole route for drugs that 
are too toxic to the host to administer systemically. Care must 
be taken, however, with drugs applied to skin whose surface 
has been damaged Sufficient drug absorption may occur to 
render the patient at risk of developing toxicity. Drugs applied 
to the ear canal may be ototoxic, particularly in the presence of 
a perforated tympanic membrane. 

Distribution 
Once in circulation, the antimicrobial must distribute well to 
target tissues (ie., the site of infection). The principles deter- 
mining drug distribution to and from tissues are discussed in 
Chapter 1, and movement of each antirnicrobia1 is discussed 
in Chapter 7. Whereas sinusoidal capillaries, found primar- 
ily in the adrenal cortex, pituitary gland, liver, and spleen, 
present essentially no barrier to drug movement. Fenestrated 
capillaries such as those located in kidneys and endocrine 
glands contain pores (SO to 80 nm in size) that facilitate move- 
ment between plasma and interstitiurn. Because the ratio of 
capillary surface area to interstitial fluid volume i s  so large, 
unbound drug movement from plasma into the inbrstitium 
occurs very rapidly in these Continuous capilillar- 
ies, such as those found in the brain, CSF, testes, and prostate, 
present a barrier of endothelid cells with tight j~nct ions . '~~  
Muscle, lungs, and adipose tissue also contain continuous 

Models for detection of drugs in tissues focus, appropri- 
ately so, on interstitial (extracellular) c o n ~ e n t r a t i o n s . l ~ ~ J ~ ~  
Methods that measure concentrations in tissue homog- 
enates (including both intracellular and extracellular fluid) 
do not accurately represent interstitial concentrations. 
Extracellular fluids can be collected by a variety of methods, 
although a major limitation is the volume of fluid that can 
be collected. Detection of drug in fluids is often based on 
methods that require at least 1 mL or more of fluid. Of these 
models, those that are based on ultrafiItration techniques 
appear to be most accurate representations of extracellular 
fluid in the normal ani1na1.l~~ Tissue cages that contain an 
inflammagen are reasonable methods to study the impact 
of inflammation on drug di~tribution.'~' Determination of 
drug in tissues protected by specialized barriers is dficuit, 
generally requiring anesthesia.l-14 If concentrations are com- 
pared with plasma, data must be based on the entire time 
versus concentration curve (i-e., AUC, C,d rather than 
single-point comparisons because drug does not distribute 
immediately into tissues. Care must also be taken to address 
the impact of protein binding, as can be demonstrated for 
cefovecin, a drug that is 90% to 99% bound to serum pro- 
tein. Total serum concentrations are markedly higher than 
that in extracedar fluid because the latter contains less 
protein.46 

Doses for drugs generally should be higher when treating 
infections in tissues with continuous capillaries, pdculariy 
for water-soluble drugs. Comparison of MIC data with tissue 
drug concentrations may be useful when designing dosing 
regimens for such tissues. 

Examples of difTerent distribution patterns might be pre- 
dicted somewhat based on Vd (Box 6-4; see also the section 
on antimicrobial drugs in Chapter 7). Although the Vd of a 
drug does not indicate to which tissues drug is distributed, it 
can be used to approximate likelihood of tissue penetration 
in that a lipid-soluble drug is more likely than a water-soluble 
drug to move beyond extracellular fluid. Urine and the central 
nervous system (CNS) oEer two divergent examples of tissue 
penetration. Urine is easy to target by drugs that are renally 
eliminated. Other components of the urinary tract, such as the 
kidney and particularly the prostate, can, however, be more 
difficult to penetrate. Antimicrobial therapy of the CNS is 
very diicult, although success may be facilitated by inflam- 
mation, which enhances drug penetration. However, once 



inflammation resolves, drug distribution may again decrease. 
The blood-brain or CSF barrier represents a particularly chal- 
lenging site because it not only prevents movement of anti- 
microbials into the CNS but also actively transports out or 
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destroys some antimicrobials (i-e., penicillins and selected 
cephalosporins) (see Box 6-4). Care must be taken even with 
tissues normally characterized by excellent blood flow. For 
example, distribution of beta-lactams, arninoglycosides, and 
selected sulfonamides into bronchial secretions is generally 
~ 3 0 %  of that in plasma (see Chapter 8).n0J45J46 

Lipid-soluble antimicrobids should be used for infections 
rhat are more difficult to treat, including those associated with 
tissue reaction or those caused by intracellular organisms, 
and when the site of infection presents a distribution barrier. 
Tissue distribution of aminoglycosides and most beta-lactam 
antimicrobials is limited to extracellular fluid; in contrast, 
many other antimicrobials (e.g., FQs, macrolides, and trim- 
ethoprimfsulfonamide combinations) are distributed well to 
all body tissues, induding the prostate gland and eye. Enro- 
floxacin approximates or surpasses unitywith plasma in many 

Imipenem (or meropenem), trimethoprimlsulfon- 
amide, and FQs can achieve bactericidal concentrations for 
some infections in the CNS (particularly organisms with a low 
MIC); chloramphenicol will achieve bacteriostatic concentra- 
tions.'" Accumulation of antimicr~bials in W5Cs facilitates 
treatment of intracehlar infections.L32137 

Protein binding of a drug to plasma proteins may affect 
antimicrobial efficacy both in the patient and in vitro as 
data supporting drug selection and dose design are gener- 
ated. Only unbound drug is pharmacologically active (see 
impact on cefove~in) .~~ In vivo, bound drug is retained in 
the vasculamre; once in the interstitial fluids or inside the 
cell, the drug may again be bound and inactivated. In vivo 
C&S testing and determination of MIC occur in the absence 
of protein. Further, PK on which MICBP is based (C,, being 
a major consideration) frequently is based on total drug, 
rather than the fraction of unbound. For a drug insignifi- 
cantly protein bound, this disconnect is generally not s igns-  
cant. However, as the fraction of bound drug increases, C&S 
testing may markedly overestimate efficacy by the propor- 
tian of drug that is bound (i.e., a drug that is 50% protein- 
bound will actually yield an "active" C,, that is 50% of the 
total). Clearance and Vd may be underestimated. Attempts 
should be made to base therapeutic decisions on unbound 
drUg,130.14B 

Drug movement into bacteria must also be considered. 
Tne roles of drug pJ& and the environmental pH of a target 
tissue on drug efficacy have already been addressed. Ionization 
may impair drug movement through the LPS for drugs that 
passively move through this layer. 

Drug, EElimina tion 
The mute through which the drug is eliminated is an impor- 
tant consideration for two reasons. First, if the site of infec- 
tion is also a route of elimination for that drug, higher drug 
concentrations can be expected at the site. Second, if the drug 
is toxic to an organ of elimination, use of the drug should be 
avoided if the organ is already diseased. Also, if the drug is 
toxic to any tissue, the drug should be used cautiousIy in the 
presence of disease of the organ of elimination or dosing regi- 
mens should be appropriately mod&ed 
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Nonantimicrobial Effects of Antimicrobials 
A number of antimicrobials influence various aspects of the 
immune system. ?he phagocytosis of drugs (e.g., macrolides, 
lincosamides, and FQs) was previously d i s ~ ~ s s e d ~ ~ ~ ~ ~ ~ - ~ ~ ~ ~ ~ ~ ~  
In addition to accumulation in WBCs, antimicrobials can 
influence WBC function. However, the effect can be variable. 
The negative effect of antimicrobials on phagocytic function 
has been well established, although the clinical relevance of 
this effect is less ~ 1 e a r . I ~ ~  Functions that are targeted include 
chemotaxis (increased, decreased, or unchanged by clinda- 
mycin, erythromycin, chloramphenicol, and lincornycin 
and decreased or unchanged by gentamicin), phagocyto- 
sis (increased by erythromycin and chIoramp1~enicol and 
decreased by tobramycin and polymyxin B), oxidative burst 
(increased by dindamycin, cefotaxime, and quinolones and 
decreased by cefotaxime, trimethoprim/sulfonamides, chlor- 
amphenicol, and erythromycin), bacterial killing (increased 
by cefotaxime and decreased by sulfonamides and amino- 
dycosides), and cytokine production or activity (interleukin 
I [IL- I]  increased by cefotaxirne and cefaclor and IL- I0 by 
erythromycin; IL-I and tumor necrosis factor decreased by 
cefoxitin, erythromycin, and c iprof l~xac in) .~~~ Apoprosis of 
neut rophils may be accelerated.L50 

'Ihe clinical relevance of these potentially beneficial effects 
on phagocyte function is not clear, but relevance is supported 
by some studies. For example, long-term use of azithromy- 
cin appears to improve lung function in children with cystic 
fibrosis and is increasingly being included in its therapeu- 
tic regimen; the disease appears to progress more rapidly if 
azithromycin is not added to therapy. This effect of macrolides 
appears to target inflammation, because the effect occurs at 
concentrations below the MIC of the infecting organisms. 
Potential mechanisms indude a reduction in IL-18, It-8, and 
neutrophils in bronchoaIveolar lavage f l ~ i d . ' ~ l J ~ ~  In addition 
to the antiinflammatory effects, macrolides appear to decrease 
Pseudomonas virulence by reducing the number of pili, thus 
altering adherence to tracheal epithelium, altering membrane 
proteins, and decreasing dginate f0rmation.l5fJ5~ 

Antimicrobial Effects of Nonantimicrobial Drugs 
Antimicrobial effects have been described for a number of 
nonantirnicrobial drugs at plasma concentrations achieved 
when the drug is used for noninfective indications. For exam- 
ple, a number of phenothiazines, including those with anti- 
histaminergic effects, are antibacterial. Because these effects 
occur both in vitro and in vivo, the effects cannot be attrib- 
uted simply to immunomodulation. Chlorpromazine is anti- 
rnycotic at concentrations much higher than can be achieved 
safely in plasma, but its accumulation over a hundredfold in 
macrophages containing phagocpzed pathogens facilitates 
effective therapy at recommended doses.'5s The less psychoti- 
a l l y  active thioridazine enhances the antirnycotic activities of 

rifampin and streptomycin; between 2 and 3 months of use 
has been promoted as adjuvant therapy. Trifluoperazine and 
prochlorperazine inhibit S. aureus at concentrations of 10 to 
50 p g / d  and selected other microbes (Shigella, Vibrio) at the 
same or higher concentrations and have demonstrated inhibi- 
tory effects in an animal ~ n o d e l . ' ~ ~ J ~ ~  Selected cardioactive 
drugs, including oxyfedrine and dobutarnine, exhibit antimi- 
crobial effects, again toward selected Amlodipine 
has broad antibacterial efficacy at concentrations as Iow as 5 to 
10 pg/mL, with S. aureus being the mo'st susceptible and p m -  
negative organisms (E. coli, Klebsiella, and Pseudomonas) 
requiring higher con~entrations.'~~ Other drugs with demon- 
strated antimicrobial effects include the antispasmodic drug 
d icy~lomine '~~  and seIected nonsteroidal antiinflammato- 
ries.l6l Among the dietary supplements with recognized anti- 
bacterial effects are the flavones. Flavone dietary supplements 
exhibited antibacterial activity to a variety of microbes in a 
mouse infection r n ~ d e l . * ~ ~ J ~ ~  Chitosans have demonstrated 
efficacy toward a number of bacterial organisms, particularly 
gram-negative isolates at concentrat,ions as low as 0.05 pg/ 
mL.164 Several antilungaI drugs have antibacterial properties, 
which are addressed in Chapter 9. 

Adverse Drug Events and Antimicrobials 
Actions that minimize host toxicity enhance therapeutic suc- 
cess. However, host cells are eukaryotic, whereas the bacteria 
are prokaryotic. As such, targets of antibacterial therapy are 
sufficiently different from mammalian ceIls that, as a class, 
antibacterials (but not antifungals) tend to be safe. For exarn- 
ple, beta-lactm antibiotics are among the safest antimicrobi- 
als because they target cell walls, a structure not present in 
mammalian cells. Often, even if celldar structures are pres- 
ent in both microbe and host, difFerences in the structure wiU 
result in different antimicrobial binding properties. For exam- 
ple, sulfonamides and FQs tend to be safe because the antimi- 
crobials have a much greater &nity for the bacterial target 
enzymes than the mammalian enzymes. As with other drugs, 
the incidence of predictable (type A) drug reactions to most 
antimicrobial therapy correlates with maximum or peak PDC. 
However, aminoglycoside-induced nephrotoxicity and otatox- 
icity are an exception; toxicity tends to be related to duration 
of exposure and is more likely if minimum or trough PDCs 
are above a maximum leveL7416SJ66 Occasionally, toxicity of 
antimicrobials does reflect their mechanism of action, if the 
microbial target occurs in mammalian cells and is s t r u d y  
similar (see Chapter 7). For example, colistin and polymyxin 
target both microbial and host cell membranes. Administra- 
tion of either drug is associated with a high incidence of neph- 
rotoxicity (probably because drug is concentrated in renal 
tubular cells), and subsequently their use generally is limited 
to the topical route of administration. Drugs that inhibit pro- 
tein synthesis by binding to ribosomes (e.g., tetracyclines, 
chlorarnphenicol) may cause (limited) antianabolic effects 
in the host at sufficiently high doses. Fox most antimicrobial 
drugs, host toxiaty may occur through mechanisms unrelated 
to its mechanism of action, but as a result of targeting struc- 
tures in host cells. Aminoglycosides cause nephrotoxiaty and 
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ototoxjcity, not because of their ribosomal inhibition (their 
antibacterial mechanism of action) but because they actively 
accumulate in renal tubular (or otic hair) cells (as they do in 
bacterial organisms) and in lysosomes causing lysosomal dis- 
ruption. Topical application is more likely to cause ototoxicity 
with arninoglycoside and other drugs (see Chapters 4 and 7). 
FQs cause retind degeneration in cats, through mechanisms 
yet to be defined. Tilmicosin causes (potentially lethal) beta- 
adrenergic stimulation; the caustic nature of doxycycline can 
cause esophageal erosion in cats. Allergies are a less com- 
mon adverse reaction caused by antimicrobials. Some drugs 
cause anaphylactoid reactions as a result of direct mast cell 
degrandation. True allergic reactions should be differentiated 
from anaphyIactoid reactions (more common with intrave- 
nous administration of PQs). The latter may occur with the 
first dose and may be dose dependent. Anaphylactoid reac- 
tions can be minimized by administration of a small first dose 
before therapy. In contrast, drug-induced allergies generally 
require previous administration or a duration of therapy suf- 
ficient to allow antibody formation to the drug, which acts as a 
hapten (generally 10 to 14 days). Few drug allergies have been 
documented in animals, Among the most notorious are reac- 
tions to the potentiated sdfonarnides. 

Among the adverse reactions associated with antimicrobia1 
use are those associated with drug interactions. Those most 
cliinicaly relevant involve drug metabolizing enzymes. Exam- 
ples of drugs that inhibit the metabolism of other drugs are 
the macrolides; chlorampbenicol; and for selected drugs, the 
fluoroquinoJones. In contrast, rifampin is an inducer. Increas- 
ingly, drugs that alter drug metabolizing enzymes are emerg- 
ing as drugs that compete for or alter drug transport proteins 
(e.g., P-glycoprotein). Drug interactions involving antimicro- 
bials are discussed with each class (see Chapter 8). 

Adverse reactions to antimicrobials may reflect their anti- 
microbial success. Many orally administered drugs cause dis- 
ruption of normal gastrointestinal microflora (see previous 
discussions). For example, the author has detected emergence 
of Clostridium perjfringens in dogs treated with fosfomycin. 
Streptococcus spp. are generally associated with oppomnis- 
tic infections. However, infections caused by members of this 
genus (S. pyogenes in humans and Streptococcus canis in ani- 
mals) are associated with streptococcal toxic shock syndrome 
(STSS) and necrotizing fasciitis (NF).167 These syndromes 
appear to reflect the presence of lysogenic bacteriophage- 
encoded superantigen genes encoded in the bacterial organ- 
i s m ~ . ' ~ ~  The superantigen genes are powerful inducers of 
T-cell proliferation; the presence of the superantigens then 
causes release of host cytokines in quantities that may be suf- 
ficient to cause lethal effects. In one study a bacteriophage- 
encoded streptococcal superantigen gene was identified in the 
majority of S. canis isolates. Induction of these genes can lead 

to bacterial fysis and subsequent release of proinflammatory 
and other destructive cytokines. Indeed, use of the FQs has 
been associated with STSS and NF in dogs (see Chapter 7). lfi8 

Release of endotoxin is another example of seeming 
therapeutic success potentially leading to therapeutic failure 
(Figure 6-20). However, the clinical. relevance of endotoxin 
release may be species dependent. Endotoxin release is a side 
effect of antimicrobials that occurs with therapeutic success, 
and it may influence antimicrobial selection for the patient 
infected with a large number of gram-negative  organism^.^^ 
Endotoxins cause hrther release of cytokines and other medi- 
ators of septic shock (see Chapter 8). Most of these effects are 
mediated by the inner lipid A component of the LPS molecule 
that becomes exposed after antimicrobial therapy. In human 
patients suffering from endotoxic shock, outcome of antimi- 
crobial therapy has been related to plasma endotoxin levels. 
A number of antimicrobials cause release of endotoxin from 
gram-negative organisms. Attempts have been made to cor- 
relate the amount of endotoxin released to the class of antimi- 
crobial and specifically to its mechanism of action. 

Continued bacterial growth or rapid cell lysis and death 
have been suggested as important criteria for endotoxin 
release after antimicrobial therapy. In contrast, the rate of 
bacterial killing and antimicrobid efficacy do not appear to 
be related to the rate and amount of endotoxin reIease. The 
amount of endotoxin release varies among the antimicrobial 
classes and even withii  the dasses. Release can be related to 
mechanism of action. Among the drugs traditionally used to 
treat septicemia, aminoglycosides have been associated with 
the least and beta-lactams with the greatest endotoxin release 
(with imipenem or meropenem causing the least amount of 
endotoxin release among the beta-lactams).l69 The diierent 
amounts of endotoxin released by beta-lactams may reflect 
different afEnities of the drugs for different penicillin-binding 
proteins. In vitro studies indicate that those beta-lactam antibi- 
otics that specifically bind penicillin-binding protein (PEP)-3 
are associated with endotoxin release, whereas those that b i d  
PEP-2 cause little to no endotoxin release.I7O The difference 
may reflect the fact that PBPJ  appears to form a complex 
with PBP-1, 4, and 7;I7l binding of PBP-3 might thus affect 
a larger component of cell wall synthesis compared to bind- 
ing of another PBP. l h e  reIease of endotoxin by quinolones 
varies depending on the study. However, in a study of mouse 
E. coli peritonitis, imipenem (or rneropenem) and cipro- 
floxacin caused less endotoxin release than did ~e fo t ax ime .~~  
Selected third-generation cephdosporins also appear to be 
associated with less endotoxin release: In a study of septice- 
mic patients with acute pyelonephritis, the amount of endo- 
toxin released did not differ among cefuroxime, ciprofloxacin, 
or netilmicin and each was deemed safe in the septicemic 
patient.172 
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Figure 6-20 Among the adverse reactions of antimicrobial therapy is release of bacterial toxins. The risk of damage to the host is 
greater with a large inoculum. In this example, rapid death of gram-negative organisms can result In rapid release of endotoxin. 
Drugs whose mechanism results in osmotic lysis (e-g., penicillins) are more likely to be associated with sufficfent endotoxin 
release to cause harm to the patient. 

The release of endotoxin may also be dose (concentration) 
dependent. For example, endotoxin release is greater at half the 
recommended dose of ciprofloxacin (3 mgfkg versus 7 mglkg 
ciprofloxacin) according to the previously described 
Actions that might minimize the sequeIae of endotoxin release 
after antimicrobial therapy have not been established. Presum - 
ably, administering a dose mare slowly may decrease the rate 
of endotoxin teiease. Binding and subsequent inactivation of 
endotoxin by antimicrobials have been documented, particu- 
lady for cationic antimicrobids [e-g., quinolones, aminoglyco- 
sides, and poJymyxin).s4-173 

Selecting the Route ' 

Drugs may be selected on the basis of their route of admin- 
istration. Not all drugs are available for parented or oral 
administration, Parented, and particularly intravenous, 
administration is indicated for life-threatening infections or 
whenever tissue con~entrations must be maximized. Paren- 
teral drugs are also indicated for the vomiting animal. Oral 
drugs are indicated for long-term use, outpatient therapy, 
and treatment of gastrointestinal t r a ~ t  illness. Topical therapy 
may be selected to enhance drug dehery while minimizing 

toxicity. Topical therapy with lipid-soluble drugs might, how- 
ever, best be limited to situations in which systemic therapy of 
the same drug is implemented, thus preventing development 
of subtherapeutic drug concentrations in tissues other than 
the site of topical application, as might occur if topical admin- 
istration alone is implemented 

Designing the Dosing Regimen 
Antimicrobial therapy must be implemented in a timely fash- 
ion. An effective dose of antimicrobids administered at the 
first appearance of a clinicat infection has a much greater 
therapeutic effect than therapy initiated a week later; in criti- 
cal care patients, hours can mean the diierence between 
patient recovery or death Dosing recornmendations printed 
on the label generally might be followed for recently approved 
drugs; however, exceptions occur, particularly far older drugs 
as  we learn more about optimizing antimicrobial therapy 
and identlfy changing patterns of susceptibility. In general, 
to maximize efficacy, doses should be increased particularly 
for serious or chronic infections, tissues that are difficult to 
penetrate, or infections associated with detrimental changes at 
the site of infection. Product labels may not reflect new find- 
ings regarding antimicrobial efficacy because pharmaceufid 
companies may choose not to incur the costs associated with 



gaining approval for a new label that reflects the new dosing 
regimen. Dose modification beyond that on the label should 
be based on C&S data, current. literature, and clinical signs 
of the patient. Adverse reactions also should be considered. 
Although antimicrobials are safe as a class, several are associ- 
ated with dose- or duration-dependent adversities, and client 
counseling with informed consent is indicated when of€-label 
dosing pfesents potential harm to the patient. 

The approach taken to determine a dosing regimen for a 
patient depends on the information that is available-that is, 
how much is needed (PD) and how much is achieved (PK) 
(Table 6-4). In each instance it is assumed that patient factors 
are well known. 

A target C,, can be calculated from MIC data that have 
been adjusted for time or concentration dependency. The dose 
of a drug administered intravenously is calculated as dose = 
target concentration * Vd For orally administered drugs, the 
Vd must be corrected for bioavailability (F): dose = target con- 
centration * Vd/F (see Chapter 1). For antimicrobials the target 
concentration, or "what is needed," is the MIC of the infecting 
microbe or a reasonable surrogate, such as the MIC9,, modi- 
fied as needed to account for host, drug, or mic:robial factors 
For a concentration-dependent drug, the MIC or MICgo must 
be multiplied tenfold to achieve the targeted PDI C,,/MIC 
210. Thus for amikacin, a concentration-dependent drug, 
the targeted PDI far a patient infected with an E. coli with an 
MIC of 4 pg1mL is 40 pg/mL. If infection is in extracellular 
tissue and concentrations that are lower than in plasma are 
anticipated, the target C, plasma may need to be multipiied 
by 2 or more to achieve the target in tissues. Thus the target 
becomes 80 pg/rnL. 

For mikacin the reported Vd in dogs is 0.23 Ltkg, Assume 
an infection is in the lungs, where drug concentrations reach 
50% of PDC. The dose of amikacin to target a microbe causing 
infection in the lungs then would be 4 &mL (mg/L) * 10 * 2* 
0.23. L/kg or 18.4 mglkg. If the drug is given by a route other 
than intravenous, the dose must be modified further for bio- 
availability. For example, if amikacin is generally about 70% 
bioavdable (F=0.7) following subcutaneous administration, 
the subcutaneous dose for E. coli would be (4 pg1mL (mg/L) * 
10 * 2s 0.23* Llkg)/0.7 = 27 mgfkg. As the MIC for this E. coti 
and amikacin was quite low, next consider the same approach 
for a P. aarginosa with an MIC of 16 pg/mL. Ifthe infection is 
in the upper respiratory tract (e.g., sinus of a cat), distribution 
will probably be <30% of that in plasma (multiply dose by 3). 
The calculated dose would be 16 mg/L 10 * 3.3*0.23 Llkg 
or 121 mg/kg. Tnis is well beyond the recommended dose, and 
although it might be safe given once daily in a normal patient 
(drug concentrations would reach the target trough of 2 &mL 
by 6 to12 hours after dosing), the risk of adversity may out- 
weigh the benefits of treatment with this dose. Combination 
therapy is indicated for this patient. 

The design of a dosing regimen for a time-dependent anti- 
microbial is more complicated For a time-dependent drug, 
the magnitude of C, depends on how many half-lives are to 
elapse between doses. The ratio of C,,/MIC is important for 
determining the number of half-lives that can elapse before 
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PDC = MIC. A good start is to multiply the MIC fourfold (C,,/ 
MIC = 4) to allow a duration of two half-lives for T > MIC 
(each doubling of the ratio or dose provides another half-life of 
T > MIC). The duration of the dosing interval then depends on 
the desired duration ofT > MIC. For T > MIC = 5096, the dura- 
tion of the dosing interval is twice the number of half-lives that 
T > MIC; in this case, (C,,/MIC = 4), the dosing interval will 
be 4 half-Iives. Although this sounds adequate, in reality, it may 
not be for drugs with a short half-life. For example, if the drug 
of interest is amoxiciLlin (half-life = 1 to 1.5 hr), the duration of 
the interval is 4 to 6 hrs, assuming all drug in plasma makes it 
to the site of infection. Thus, the ratio of C,,IMIC may need 
to be higher for drugs with a short half-life ifa convenient dos- 
ing interval is desired. AIternatively, a drug with a longer half- 
life can be chosen. Using cefpodoxime as an example, based on 
package insert data, the MICgO of S. intermedim is 0.5 @mL. 
Peak concentrations at LO mglkg approximate 15 @mL, 
yielding a ratio C,,IMIC of 30. The time that elapses before 
C,,and MIC reach unity is just under 5 half-lives (30 to 15 to 
7.5 to 3.5 to 1.75 to 0.75. With a half-life of 4.5 hours, T > MIC 
duration approximates 24 hours. Theoretically if the target is 
T > MIC = 50%, a dosing interval of 48 hours might be pos- 
sible. However, the PDI upon which time and concentration 
dependency are based are limited to a 24 hr period, thus a 
24-hr-dosing interval is prudent. This is particularly true if the 
drug is targeting tough-to-penetrate tissues or inflammatory 
debris: the concentration might then be reduced to 10 pglmE, 
yielding a C,,/MIC of 10, or a duration of 2 half-lives, or 9 
hours, for T > MIC. In this situation, a 24-hour dosing interval 
might be more appropriate; a 12-hour dosing interval might 
be prudent. Further, these calculations are based on a target of 
T > MIC of 50%. Although this target is often recommended, 
T > MIC of 75% to 100% might be better to minimize the risk 
of resistance, particularly in a patient at risk Therapeutic drug 
monitoring can be used to establish or confirm a dose or inter- 
val for a drug for the individual patient and is ideally the basis 
of dose modification for critical patients. Unfortunately, few 
drugs (primarily the aminoglycosides and vancomycin) can be 
rapidly and accurately measured at a reasonable cost f i e  risks 
associated with these drugs, including the potential cost of 
using them at ineffective doses, however, may justify the cost. 

Duration of Therapy 
Among the most difficult decisions regarding antimicrobial 
therapy is the ducation of administration. Generally, the dura- 
tion of therapy should be 2 to 3 days beyond resolution of clin- 
ical signs. Indeed, if the dosing regimen is designed according 
to the saying "dead bugs don't mutate," then clinical signs of 
resolution should emerge rapidly. This is true, however, only if 
the clinical signs are discreet and able to respond rapidly. Such 
is not M y  to be true in the absence of fever, or when radio- 
graphic resolution of inflammation or healing of inflamed skin 
are benchmarks. Not surprisingly, dinidans often adhere to 
the "longer is bettern approach. However, emerging data in 
human medicine suggest a more pro-active approach to ther- 
apy duration reduction is prudent. Animal models have dem- 
onstrated that therapy beyond 5 days increases the intensity 
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Drug One Drug Two Organisms 
Didoxadllin Ampicillin, penicillin. cephalothins Escherichia coii, Klebsiella, Pseudornonas 

aeruginosu 
p-Lactam: cephalothin, ampicillin, Aminoglycoside: gentamicin, amikacin Ercherichia coli, Pseudomonas, aerugmosa, 

piperaciilin, cefotaxime, cefamandole enterococci, others - - 
Chloramphenicol Ampicillin Salmonella typhirnurium, Staphylacoccus aureu 

(effect is bacteriostatic in nature) 
Penicillin Gentamicin Baderoides melaninonenicus 

- 
Imipenem Vancomycin Staphylococcus aureus 
@-Lactam, vancompcin Arninoglycoside StaphyIococcus aureus 
Trimethovrimlsulfonamide Imivenem. arnikacin Nocardia asteroides [effect is bacteriostatic) 

- - 
Imipenem Trimethoprim/suIfonamidc, cefotaxirne Nocurdia asteroids (effea is bacteric~static) 

Rifampin, aminoglycosides, ciprofloxacin Mycobactniurn avium (effect is bacteriostatic) 
[enrofloxacin), clarithromycin 

From Wiedemann B, Atkinson BA: Susceptibility to antibiotics: species incidence and trends. In Lwian V, editor: ~ntibiok in laborato~medicioe, Baltimore. 1996, Wilthams & Wilkins, 
pp. 900-1168. 

of drug therapy necessary to prevent emergent re~istance.'~" 
In human medicine a number of clinical studies have invcs- 
tigated the impact that reduced duration of therapy might 
have on efficacy and resistance. In general, the longer-is-better 
approach is not appropriate.I7* Five days of therapy has been 
suggested as the upper limit in selected populations, including 
intrabdomind i n f e ~ t i o n s , ' ~ ~ J ~ ~  community-acquired pneu- 
monia,ln and other respiratory tract  infection^,'^^ and 3 days 
for pneumonia characterized by a low likelihood of becom- 
ing noso~omial.l~~ These studies demonstrate the increasing 
focus on the role of duration of therapy i n  the advent of resis- 
tance. However, their extrapolation to companion animals is 
not clear, in part because compliance difFerences might affect 
results. Exceptions for which duration of therapy might be 
longer include infection of sites characterized by poor local 
immunity (or the imrnunocompromised patient), tissues in 
which healing is prolonged, or in the presence of foreign bod- 
ies that facilitate antimicrobial growth. Exceptions also may 
apply to slow growing organisms. 

Combination Antimicrobial Therapy 
combination therapy can be used to achieve a broad antirni- 
crobial spectrum for empirical therapy, treat a polymicrabial 
infection involving organisms not susceptible to the same 
drugs, reduce the likelihood of antimicrobial resistance, and 
reduce the risk of adverse drug reactions by minimizing doses 
of potentially toxic Rational combi- 
nation antimicrobial therapy may be the single most effective 
action taken to enhance antimicrobial efficacy for the chronic 
or serious Infection. Primary reasons to avoid combination 
therapy indude increases in risk of suprainfection, risk of tox- 
icity (if both drugs are potentialIy toxic), high cost, and incon- 
venience to the patient,24 

Anlagonistic combinations 

Chloramphenicol 7 
Tetracycline Quinolones 

Erythromycin A Aminoglycosides 

Beta-lactam - -  Beta-lactam 

Figure 6-21 Combining antimicrobials can have different 
sequelae. Antagonistic antimicrobial combinations most com- 
monly result when a drug that inhibits bacterial growth is com- 
bined with a drug whose action depends on rapid cell growth. 
Drugs that act at the s a m e  site may be antagonistic, additive, 
or synergistic (e.g., beta-lactams, depending which penicillin 
binding protein is targeted). 

Synergism and Antagonism 
Antimicrobials to be used in combination therapy should be 
selected rationally and based oa target organisms as well as on 
mechanism of action (Tabte 6-8). Combinations might result 
in antagonistic, additive, or synergistic antimicrobial effects 
(Figure 6-21).1B0 Genedy, these effects are defined by in 
in vitro systems; clinical relevance is more difEcult to estab- 
lish. Also, the combined effects of two or more antimicrobials 
are likely to differ with the organism. Avoidance of antagonism 
is particularly important for patients with inadequate host 
d e f e n ~ e s . ~ J ~ ~ 6 J ~ ~  In general, bacteriostatic drugs that inhibit 
ribosomes and thus microbial growth (e.g., chloramphenicol, 
tetracyclines, erythromycin) should not be combined with 
drugs whose mechanism of action depends on protein syn- 
thesis such as growth of the organism (e.g., beta-lactarns) or 
formation of a target protein. The bactericidal activity and 
continued degradation or destruction of the microbial tar- 
get of beta-lactams and FQs depend on continued synthe- 
sis of bacterial proteins. Antagonistic effects have been well 
documented between beta-lactam autibiotics and inhibitors 
of ribosomal activity. The degree of antagonism between FQs 
and growth inhibitors is controversial; antagonism has been 
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reported with the use of ciprofloxacin and chlorampheni- 
but impaired efficacy was not detected in other stud- 

ies.18' Antagonism between chloramphenicol and gentamicin 
has also been doc~rnented. '~~ Occasionally, the combination 
of a bacteriostatic ribosomal inhibitor and a drug whose effi- 
cacy depends on rapid growth might enhance efficacy, even 
though the "-cidaln drug will act only in a "static" fashion. For 
example;&loramphenicol enhances the efficacy of ampicillin 
toward Salmonella typhimuriurn and Staphylcoccus spp., pre- 
sumably because it inhibits the production of beta-lactarnases 
by the organisms that might otherwise destroy ampicllin. 

Chemical antagonism is also possible behveen two or more 
antimicrobials (see Chapter 2).181.182 Aminoglycoside~ and 
quinolones are chemically inactivated by penicillins at suffi- 
cient concentrations. Ticarcillin has been used therapeutically 
to reduce the risk of toxicity in a patient overdosed with an 
aminogIy~oside.~~~ Chemical antagonism is unlikely in most 
clinical uses ofthese drugs. The risk ofantagonism is increased, 
however, with simultaneous intravenous use of high doses of 
both ticarcillin and aminoglycosides, such as might occur if 
aminoglycosides are administered once daily. Potential chemi- 
cal interactions between other antimicrobials should be iden- 
tified before combination therapy. Certainly, antimicrobials 
should not be mixed in the same syringe or intravenous line 
unless a lack of antagonism has been 

Drugs that have the same mechanism of action may act 
in an additive or synergistic fashion. For example, chloram- 
phenicol and clidamycin bind the same 50s ribosomal sub- 
unit and will antagonize each other. Because tetracyclines b i d  
to the 30s ribosomal subunit, combination with antimicrobi- 
als that target the 50s subunit might be considered ( eg ,  the 
phenicols, macrolides, and lincosamides) if there is scientific 
support. One study indicates an in vitro synergistic effect of' 
the combined use of doxycydine and azithromycin against 
I? a e r u g i n ~ s a . ' ~ ~ ~  

Additive effects probably occur when active metabolites are 
produced from an active parent compound, such as metabo- 
lism of enrofloxacin to ciprofl~xacin.'~~ Antagonistic effects 
might occur, however, if the drugs compete for a limited num- 
ber of target sites (e.g., chloramphenicol and erythromycin). 
In contrast, synergistic actions might occur if the antimicro- 
bial targets are subtly different For example, a combination 
of different beta-lactams generally results in additive antimi- 
crobial activity. If the two antimicrobials target different PBPs, 
however, their combined effect may actually be synergistic 
("double beta-lactam therapy").le5Ja6 h contrast, combina- 
tions of other beta-lactam antibiotics (including combining 
sdected cephalosporins) are antagonistic.186 The different 
sequelae of combined beta-lactarn therapy might be caused by 
the PBPs targeted by each drug. 

Synergism between antimicrobials can occur if the two 
antimicrobials kill bacteria through independent mechanisms 

or through sequential pathways toward the same ta~-get.'~*>'~~ 
The combination of trimethoprim and a sulfonamide exem- 
plifies synergism resulting from sequential actions in the 
same metabolic pathway (see discussion of potentiated sul- 
fonamides) (see Chapter 7). Clavulanic acid "draws" the 
beta-lactamase activity of the microorganism away, allow- 
ing the protective beta-lactam to impair cell wall synthe- 
sis. Synergism between beta-lactams and aminoglycosides 
exemplifies synergism resulting from killing by indepen- 
dent pathways. Synergism is expected because their mecha- 
nisms of action complement one another, but efficacy is 
enhanced further because aminoglycoside movement in.to 
the bacteria is enhanced by increased cell wall perrneabil- 
ity induced by the beta-lactam (Figure 6-22).180,188 Indeed. 
aminoglycoside activity against enterococci is adequate only 
when used synergistically with a cell wall-active antimicro- 
bial, such as beta-lactams and vancomycin. Synergism also 
has been demonstrated against some strains of Enterobac- 
teriaceae; J? aeruginosa; staphylococci, including MRSA; 
and other microorganisms. However, these organisms are 
not always inhibited by the combination of aminoglycoside 
and cell wall-active compounds. Indeed, antagonism has 
been described between arninoglycosides and beta-lactams 
against an MRSA, presumably because of induction of an 
aminoglycoside-modifying enzyme. Enhanced movement in a 
bacteria may occur with other drugs (e.g., potentiated sulfon- 
arnides, FQs) when combined with beta-lactams (see Figure 
6-22). Rifampin is another drug for which combined use 
enchances antimicrobial efficacy of a number of drugs. 

Combination therapy is a powerfd tool for enhancing effi- 
cacy (Figure 6-23) as well as preventing resistance. Occasion- 
ally, the combination of drugs, which by themselves would not 
be expected to have efficacy against organisms not included 
in their spectrum, may exhibit efficacy against the organisms. 
For example, azithromycin and clarithromycin may exhibit 
synergistic effects with several other drugs against P amp.- 
nosa. When studied in patients with cystic fibrosis, the most 
active combinations demonstrating synergy were azithromy- 
cin combined with sulfadiazineitrimethoprim or doxycycline. 
Azithrornycin occasionally demonstrated synergism against 
I? aenrginosa when combined with timentin, piperacillint 
tazobactam, ceftazidime, meropenem, imipenem, ciprofloxa- 
cin, travofloxacin, chloramphenicol, and t~bramycin. '~~ In 
the treatment of S. aureus, didamycin inhibits early rapid 
killiig of arnikacin but acts synergistically with it at 24 to 48 
hours. lgO 

Polymicrobial Infections 
Combination antimicrobial therapy may be selected because 
of the presence of a polymicrobial infection (Figure 
6-24).23.24,n*19L Aminoglycosides or FQs are often combined 
with beta-lactams, metronidazole, or dindamydn to target 
both aerobic gram-positive and gramnegative infections or 
infections caused by both aerobes and anaerobes. The com- 
bined use of selected antimicrobials may result in therapy 
effective against a given microbe when either drug alone 
was ineffective. 
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Penicillin 

Aminoglycoside 
targets ribosomes 

but cannot penetrate 
cell wall and is repelled 

Cell inhibited by beta-lactam 
but not kflled 

Aminoglycoside penetration 
facilfted by damaged cell wall. 
Hypertonic intwcellular fluid 
of bacteria draws external 

Figure 6-22 The combination of any number of drugs with a beta-lactam may result in synergistic antimicrobial effects. The proto- 
typic example is a beta-lactam combined with an aminoglycoside, a class of water-soluble drugs whose movement through the 
cell to target ribosomes is limited. Changes in the cell wall permeability associated with the beta-lactarn exposes the hypertonic 
(compared with the host) intracelfular cytoplasm to the isotonic host, resulting in the influx of solutes into the organism. Intracel- 
Mar access is thus facilitated for drugs also in the environment. Together, the two drugs are now more likely to kill the microbe. 
Such synergism has been documented in vitro between beta-lactams and a number of drugs, particularly those classified as 
bacterkidal. 

Figure 6-23 Atypical mycobacterIum h a cat is associated with marked Inflammation, including deposition of fibrous tissue 
deposition. Thls cat was successfully treated with a combination of sulfadiazine/trimethoprim and enrofloxacin after 3 months 
of therapy. 
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Polymicrobial combinations 

Flgure 6-24 Polymicrobial infections may require combination therapy. The quinolones and aminoglycosides-offer excellent aerobic 
gram-negative coverage; the beta-lactams (especially penicillins), metrmidazole, and clindamycin offer excellent gram-positive 
and anaerobic coverage. 

The prophylactic use of antimicrobials should be distin- 
guished from treatment. The presence of infection or antici- 
pated infection &er bacterial contamination (e.g., an open 
frachue, contamination of abdominal contents with intestinal 
fiuid) indicates the need for treatment rather than prophylaxis. 
If antimicrobial prophylaxis is to be implemented in antici- 
pation of an invasive procedure (e.g., surgery), the following 
shodd serve as a basis for selection: The antimicrobial should 
target the mast likely pathogenic organism, adequate concen- 
trations of drug shodd be at the site of invasion before poten- 
tial contamination, the antimicrobial should either have a Iong 
elimination half-life or be redosed during lengthy procedures, 
the least toxic drug should be selected, and the duration of 
therapy should be as short as po~sible.~~*6 

Prophylactic antimicrobials should not be used indiscrimi- 
nately in the immunocompromised animd The granulocyto- 
penic patient is particularly predisposed to the development 
of suprainfection. Suprainfection occurs in 10% to 20% of 
human granulocytopenic patients receiving empirical broad- 
spectrum antimicrobials. Prolonging therapy increases the 
chance that suprainfection will o c c d 6  Prophylactic sup- 
pression of gastl-ointestinal flora is recommended in human 
patients who are profoundly granulocytopenic for more than 2 
weeks. Traditional use of nonabsorbable antimicrobials effec- 
tive against aerobjc gram-negative organisms (e.g., neomycin) 
and drugs thar target anaerobic organisms (e.g., metronida- 
zole) are being replaced by use of himethoprimlsulfonamide 
combinations or F Q S . ~ ~  TrhnethoprimJsulfonamide com- 
binations are more palatable and less expensive, yet they are 
equally effective in preventing infections when compared with 
more expensive drug in human critically ill patients. FQs 

allow persistence of anaerobic organisms in the gastrointesti- 
nal tract, thus reducing overgrowth of resistant gram-negative 
organisms and preventing rapid repopulation and overgrowth 
of aerobic gram-negative organisms as the antimicrobial is 
discontinued. 

Other indications for medical prophylaxis include den- 
tistry and prevention of recurrent, chronic infections (e.g., 
urinary tract, skin). The use of antimicrobials prophylactically 
for these conditions is discussed separately in the correspond- 
ing chapter. 

Antimicrobial prophylaxis is defined as the administration of 
an antimicrobial agent in the absence of infection. The aim of 
antimicrobial prophylaxis is to reduce the number of viable 
bacteria present in the surgical wound to a level that normal 
host defenses can handle, thus preventing infection. Contami- 
nating bacteria can enter the surgical wound from exogenous 
sources or the patient's endogenous flora. Exogenous sources 
include surgical equipment, the surgery room, and surgical 
personnel Duration of the surgical procedure plays a role in 
the incidence of wound infections, especially for procedures 
that last longer than 90 minutes. 

Endogenous bacterial sources probably play a greater role 
in postoperative infections than exogenous sources. Endog- 
enous sources include skin and mucosal surfaces that are tran- 
sected during surgery. Hernatogenous spread of bacteria may 
result from overt or occult septic foci or dental manipulations. 
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Such sources should be either eliminated before surgery by 
appropriate therapeutic antimicrobial agents or avoided by not 
combining dental manipulations with surgery of body cavities 
(abdominal or thoracic) or orthopedic procedures. 

Antimicrobial prophylaxis is not a substitute for good 
surgical practices, which include aseptic technique and gen- 
tle tissue handling. Considerations in the use of antimicro- 
bial prophylaxis are the type of surgery, potential pathogens 
encountered, host competence, and pharmacologic and anti- 
bacterial properties of the antimicrobial agent. 

Type of Surgery 
Surgical wounds are classified as clean, dean-contaminated, 
contaminated, or dirty. Clean wounds are made under aseptic 
conditions, are closed primarily, and are not drained. Prophy- 
lactic antimicrobial therapy is not warranted for most clean 
procedures because bacterial contamination is minor, and 
the patient's competence helps prevent wound infection. Pos- 
sible indications for the use of antimicrobials in clean surgical 
procedures are when the consequences of infection would be 
catastrophic (e.g., total joint replacement) or when surgical 
implants are used. 

Clean-contaminated wounds include those made in the 
gastrointestinal, genitourinary, or respiratory tract without 
significant intraoperative spillage. Also, clean procedures in 
which a break in sterile procedure occurred are considered 
clean-contaminated Clean-contaminated wounds may bene- 
fit from prophylactic antimicrobial therapy, and consideration 
of the following factors seems appropriate when contemplat- 
ing the use of perioperative antimicrobid therapy: number of 
resident bacteria encountered, amount of spillage expected, 
and impact of disease condition an bacterial colonization. 
Resident bacterial numbers vary depending on the site of the 
tract incised and the nature of disease. In the normal gastro- 
intestinal tract, resident bacteria are numerous in the oropha- 
ryngeal cavity, distal ileum, and colon. Numbers are normally 
much lower in the distal esophagus, stomach, and most of the 
small intestine. The normal genitourinary tract above the dis- 
tal urethra has low bacterial populations. The normal trachea 
and bronchi also have relatively sparse flora. Although amount 
of spillage cannot always be predicted preoperatively, prophy- 
lactic antimicrobials are probably indicated if the risk of intra- 
operative spillage seems high. Diseases, in general, tend to 
m o w  both bacterial numbers (usually increased numbers) 
and populations (usually more virulent forms). 

Contaminated wounds include those in which there is 
acute, nonpurulent inflammation or those in which gross con- 
tamination from a hollow viscus occurs. Antimicrobial pro- 
phylaxis is generally warranted when surgery is performed on 
contaminated wounds. Also, the presence of extensive tissue 
damage or accumulation ofblood within wounds may warrant 
prophylactic drug administration, because bacterial coloniza- 
tion is usually promoted. 
Duty or infected wounds benefit from irrigation with anti- 

septics. Chlorhexidine (0.05%) is an effective wound disinfec- 
tant for infected wounds. Use of antimicrobials (systemically, 
topically, or both) is generally indicated before surgery to treat 

an infected or dirty wound. Such use is more appropriately 
termed therapeutic antimicrobial therapy. 

Potential Pathogens Encountered 
The most frequently encountered pathogenic bacterial con- 
taminants of surgical wounds are Staphylococcus spp. and 
E. coli. The most common skin bacteria are Staphy l~cocc~~  
spp., although many other organisms may be present as tran- 
sient, topical flora. The oropharynx has a mixed population 
of gram-positive organisms (especially Staphylococcus spp., 
Streptococcus spp., and Actinomyces pyogenes), gram-negative 
organisms (Proteus, Pastewella, Pseudomonas, and E. coli), 
and anaerobic organisms. The stomach and small intestine 
have very few organisms normally present, whereas the distal 
ileum and large intestine have large numbers of gram-negative 
(especially E. coli and Klebsiella, Pseudomonas, and Salmonella 
spp.) and anaerobic organisms. Potential pathogens encoun- 
tered in the genitourinary tract include both grampositive 
and gram-negative organisms (especially Staphylococcus and 
Streptococcus spp., E. coli, and Proteus and Pseudomonas spp.). 
Pathogens of the respiratory tract (especially lower respiratory 
tract) include both gram-positive organisms (Staphylococcus 
spp., Streptococcus spp., and A. pyogenes] and gram-negative 
organisms (Pseudomonas spp., E. coli, and Klebsiella, Pasteu- 
reila, and Enterobacter spp.). 

Host Competence 
Host resistance may be compromised systemically or locally 
Patients with systemic immunodeficiency often have chronic, 
recurrent, or partially responsive infections. Prophylactic 
antimicrobial therapy is probably indicated for such patients 
regardless of the surgical procedure to be performed. Second- 
ary immunodeficiencies have been associated with a variety 
of diseases, inciuding hepatic or renal failure, hyperadreno- 
corticism, diabetes mellitus, and neoplasia Orher factors that 
may affect systemic host competence indude advanced age, 
severe malnutrition, obesity, immunosuppressive drugs, and 
splenectomy. 

Local factors of importance in the maintenance of host 
competence include tissue perfusion and tissue trauma. The 
competence of local defense mechanisms may be affected 
adversely by obstruction, neoplasia, ulceration, and hernor- 
rhage. For example, the bacterial flora of a stagnant loop of 
jejunum caused by intestinal obstruction resembles that of the 
normal distal ileum (i.e., large numbers of resident bacteria). 
For the purposes of selecting perioperative antimicrobds, the 
clinician should accurately assess host competence before the 
surgical procedure. 

Pharmacologic and Antibacterial Properties 
The primary goal to be achieved by administration of prophy- 
lactic antimicrobial. agents is to produce adequate concentra- 
tions of antimicrobial at the surgical incision site at the time 
of wound contamination. Also important is the concept that 
the major risk of contamination is at the time of surgery until 
a fibrin seal develops between wound edges (approximately 3 
to 5 hours postoperatively). Factors of importance in the use of 
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perioperative antimicrobials are absorption (timing and route 
of administration), distribution, and elimination characteris- 
tics. Absorption issues are of least concern with intravenously 
administered antimicrobials. For most antimicrobials distri- 
bution is relatively rapid and complete within 30 to 60 min- 
utes after intravenous administration. The concentration of 
drug achieved in the tissue correlates with the concentration 
of free drug in the serum. Highly protein-bound drugs (i.e., 
littie free drug in the serum) achieve lower tissue concentra- 
tions than do weakIy bound agents (e.g., cefazolin, gentami- 
cin, and ampicillin). Other factors such as lipid solubility, pH, 
and local environment may also influence tissue penetration 
of the drug. Elimination of most antimicrobials is principally 
by way of the kidneys. The rate of elimination determines the 
dosing interval that is selected. More rapidly eliminated drugs 
require more frequent administration. Cefazolin, for example, 
should be administered at Zhour intervals during the surgical 
procedure to maintain adequate tissue and serum levels. 

The following prophylactic antimicrobial regimen seems 
appropriate: an intravenous dose of drug given 30 to 60 rnin- 
utes before incision (i.e., at anesthetic induction) and another 
dose given at the completion of the procedure. If the surgical 
procedure lasts longer than 3 hours, an additional intraopera- 
tive dose of antimicrobial should be given approximately 2 to 3 
hours after the initial dose. There is no rationale for continuing 
antibiotic administration longer than 24 hours after surgery 
in the absence of documented infection. If infection is docu- 
mented, therapeutic antimicrobial therapy is initiated. 

The selected drug should be bactericidal for the pathogens 
that are most likely to contambate the surgical site. First- 
generation cephalosporins (e.g., cefazolin) are generafly as 
effective as and less expensive than second- and third-gen- 
eration cephalosporins. Surgery of the lower gastrointestinal 
tract may require a more elaborate schedule of prophylactic 
drug administration, partly because of the presence of anaer- 
obic organisms. A second-generation cephdosporin (e.g., 
cefoxirin) or an arninoglycoside/anaerobic combination (e.g., 
amikacin and clindarnycin or gentarnicin and amoxicillin) 
shodd be administered systemically. ?he use of oral antimi- 
crobials for prophylaxis may not be prudent, in part, because 
peak concentrations are likely to be less than with intravenous 
administration, even if bioavailability is close to 100% (and 
many are not), 

Inappropriate perioperative antimicrobial use has been 
shown to increase the incidence of complications. Examples 
of inappropriate perioperative antimicrobial use include use 
of antimicrobials for clean surgical procedures, initiation of 
prophylactic antimicrobials postoperatively, and continua- 
tion of antimicrobial administration for longer than 24 hours. 
Each of these actions risks the occurrence of one or more of 
the following complications: reduced efficacy, suprainfec- 
tion, selection of resistant bacterial pathogens, greater client 
cost, and a potential for higher incidence of drug-associated 
compIications. 

Although surgical prophylaxis has been integrated into the 
perioperative surgical plans for veterinary patients, surpris- 
ing little information supports its use. In one controlled study 

of dogs (n = 329) and cats (n = 544) undergoing clean and 
clean-contaminated surgical procedures, the postoperative 
infection rate did not differ in placebo (9.4%) compared with 
the cephalexin-pretreated group (8.9%).Ig2 In another study 
investigating the impact of flushing in dogs undergoing total 
ear canal ablation, organisms were characterized by a higher 
incidence of antimicrobial resistance to ce f a~o l in ,~~  suggesting 
that cefazolin may not be a rationaI choice in all presurgical 
candidates. 
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